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1 Introduction

“It is difficult to overstate the importance of conformal field theories (CFTs)” [1]. That
such a sentence might be written at the start of paper in 2014 is indicative of the genuine
progress in our understanding of CFTs in more than two dimensions over the last few years
and the resurgence of the conformal bootstrap as surprisingly accurate calculational tool.
There are now insightful introductions to this rapidly developing field [2], [3], [4].

Two dimensional CFTs have been explored in great detail from the 1980’s and par-
tially classified, motivated by applications in string theory and statistical physics. This
is described and reviewed in the compendious book [5]. However many of the techniques
used in understanding two dimensional CFTs do not extend to higher dimensions. In two
dimensions there is the infinite dimensional Virasoro algebra whereas in higher dimensions
the conformal group is finite dimensional. The subject of CFTs in four, and later three, di-
mensions was revitalised in 2008 [6] when it was shown that the bootstrap equations, which
follow just from crossing and unitarity, are tractable numerically and lead to significant
constraints on the spectrum of operators and their dimensions and spins.

Conformal transformations may be defined as preserving angles and are more general
than translations and rotations, or Lorentz transformations, which preserve lengths, or their
relativistic equivalent space-time interval. They were considered in the 19th century, for
a history see [7], but were first applied in a fundamental physics context by Bateman [8]
who showed how the four dimensional scalar wave equation was invariant under conformal
transformations and then Bateman [9] and Cunningham [10] extended this to Maxwell’s
equations for electromagnetic field.1 However conformal transformations do not play a
significant role in classical electrodynamics, they do not survive as a symmetry when coupled
to matter and there are issues with causality.

In the modern context CFTs are relevant for quantum field theories at RG fixed points.
For Lorentz invariant quantum field theories in d-dimensions the trace of the energy momen-
tum tensor is a linear combinations of scalar operators of dimension d, with coefficients the
RG β-functions, and also if present contributions involving lower dimension operators with
derivatives and mass terms. At RG fixed points the β-functions vanish and if this leads to
zero trace for the energy momentum tensor the fixed point defines a CFT. In these lectures
we show how CFTs can be analysed using the basic requirements of conformal symmetry
in association with the locality and unitarity conditions satisfied by quantum field theories
to significantly constrain the spectrum of operators and their scale dimensions as well as
other quantities which define a CFT. Although perhaps pedestrian these lectures are not
intended just for pedestrians and cover in part different material from [2, 3, 4].

1Ebenezer Cunningham and Harry Bateman were both senior wranglers in the Cambridge mathematical
tripos, Cunningham (St. Johns) in 1902 and Bateman (Trinity) in 1903, although he tied.
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2 Conformal Transformations

The basic definition of a conformal transformations is a transformation of coordinates xµ →
x′µ(x) such that infinitesimal line elements are invariant up to a local scale factor

dx′2 = Ω(x)2 dx2 , dx2 = ηµνdxµdxν , (2.1)

with ηµν = diag.(−1, 1 . . . , 1) the Minkowski flat space metric or ηµν = δµν the usual
Euclidean metric. For Ω = 1 these reduce to translations and rotations with also Lorentz
transformations in the Minkowski case. For the more general conformal transformations we
consider infinitesimal transformations such that

x′µ = xµ + vµ(x) , Ω(x) = 1 + σ(x) . (2.2)

To first order in v, σ (2.1) requires

∂µvν + ∂νvµ = 2σ ηµν . (2.3)

An immediate consequence is that v determines σ through

∂µv
µ = d σ , d = ηµ

µ . (2.4)

To find solutions of (2.3) we consider

1
2

(
∂ρ(∂µvν + ∂νvµ) + ∂ν(∂µvρ + ∂ρvµ)− ∂µ(∂ρvν + ∂νvρ)

)
= ∂ρ∂νvµ = ∂ρσ ηµν + ∂νσ ηµρ − ∂µσ ηρν . (2.5)

Acting with ∂µ gives

(d− 2) ∂ρ∂νσ = −ηρν ∂2σ ⇒ (d− 1) ∂2σ = 0 ⇒ (d− 1)(d− 2) ∂ρ∂νσ = 0 . (2.6)

Clearly, except in one dimension which is trivial, ∂2σ = 0 and then, so long as d 6= 2,
∂ρ∂νσ = 0 and hence σ is linear in x,

σ = κ− 2 bµx
µ . (2.7)

From (2.5)
∂ρ∂νvµ = −2 bρ ηµν + 2 bµ ηρν − 2 bν ηµρ , (2.8)

which can be integrated, consistent with (2.4), to give

vµ(x) = aµ︸︷︷︸
translations

d

− ωµνx
ν︸ ︷︷ ︸

rotations
1
2d(d−1)

+κxµ︸︷︷︸
scale

1

+ bµ x
2 − 2xµ bνx

ν︸ ︷︷ ︸
special conformal

d

, ωµν = −ωνµ . (2.9)

The total number of parameters defining conformal transformations, so long as d 6= 2, is
therefore 1

2(d+ 1)(d+ 2). The solutions of (2.3) are conformal Killing vectors.

Two dimensions are different. In the Euclidean case with complex coordinates z, z̄, dx2 =
dzdz̄, so that ηzz̄ = 1

2 , then z → z′ = f(z), z̄ → z̄′ = f̄(z̄) for any f is a conformal
transformation since dx′2 = f ′(z)f̄ ′(z̄) dx2. Infinitesimally vz = v(z), vz̄ = v̄(z̄) and then

2



(2.3) gives σ = 1
2(v′(z) + v̄′(z̄)) which is a general solution of ∂2σ = 0 in two dimensions.

A basis of two dimensional conformal Killing vectors is given by vn(z) = zn+2, v̄n(z̄) =
z̄n+2, n ∈ Z. which is clearly infinite dimensional.

The generators of infinitesimal conformal transformations satisfy[
vµ∂µ v

′ν∂ν
]

= [v, v′]µ∂µ , [v, v′]µ = vν∂νv
′µ − v′ν∂νvµ . (2.10)

It is convenient to define

∂µvν = σv ηµν + ω̂v µν , ω̂v µν = −ω̂v νµ . (2.11)

so that with (2.9) ω̂v µν = ωµν − 2(bµxν − bνxµ). As a consequence of (2.5)

∂ρ ω̂v µν = ∂µσv ηρν − ∂νσv ηρµ . (2.12)

From (2.10) also

vµ∂µ σv′ − v′µ∂µ σv = σ[v,v′] ,

vµ∂µ ω̂v′ µν − v′µ∂µ ω̂v µν + ω̂v µ
α ω̂v′ αν − ω̂v να ω̂v′ αµ = ω̂[v,v′]µν . (2.13)

For an infinitesimal interval dx then

δvdx
µ = dvµ(x) = σv(x) dxµ − ω̂vµν(x) dxν , (2.14)

and for two points x, y

δv(x− y)2 =
(
vµ(x)∂xµ + vµ(y)∂yµ

)
(x− y)2

= 2
(
vµ(x)− vµ(y)

)
(x− y)µ =

(
∂νvµ(x) + ∂νvµ(y)

)
(x− y)ν(x− y)µ

=
(
σv(x) + σv(y)

)
(x− y)2 . (2.15)

Finite conformal transformations can be obtained by integrating

d

dt
xt
µ = vµ(xt) , x0

µ = xµ . (2.16)

Writing
dxt

µ = Ωt(x)Rt
µ
ν(x) dxν , det[Rt

µ
ν ] = 1 , (2.17)

then from (2.14) and (2.16)

d

dt
Ωt(x) = σv(xt) Ωt(x) , Ω0(x) = 1 ,

d

dt
Rt

µ
ν(x) = − ω̂vµω(xt)Rt

ω
ν(x) , R0

µ
ν(x) = δµν . (2.18)

The solutions satisfy the group property

Ωt′+t(x) = Ωt′(xt) Ωt(x) , Rt′+t
µ
ν(x) = Rt′

µ
ω(xt)Rt

ω
ν(x) . (2.19)
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From (2.15)

d

dt
(xt − yt)2 =

(
σv(xt) + σv(yt)

)
(xt − yt)2 ⇒ (xt − yt)2 = Ωt(x)Ωt(y)(x− y)2 . (2.20)

For vµ in (2.9) restricted to just special conformal transformations (2.16) and (2.18)
give2

xt
µ = Ωt(x)(xµ + t bµ x2) , Ωt(x) =

1

1 + 2 t b · x+ t2 b2x2
. (2.21)

In general for conformal transformation x→ x′ then

∂x′µ

∂xν
= Ω(x)Rµν(x) , ηµνR

µ
ρ(x)Rντ (x) = ηρτ . (2.22)

so that R is an orthogonal, or pseudo-orthogonal, rotation matrix, and hence R ∈ O(d) or
R ∈ O(d− 1, 1), and

(x′ − y′)2 = Ω(x)Ω(y) (x− y)2 . (2.23)

To form a conformal invariant it is necessary to have at least four points. There are
then invariant cross ratios

uijkl =
xij

2 xkl
2

xik2 xjl2
, i 6= j 6= k 6= l , xij = xi − xj , (2.24)

since from (2.23) the factors Ω(xi) all cancel. The {uijkl} are not independent and obey
various identities, such as uijkl = uklij = ujilk = uikjl

−1 and uijkm/uijkl = ujlmk. For n
points a basis is provided by u12kl, 3 ≤ k < l ≤ n, and u132l, 4 ≤ l ≤ n, which gives
1
2n(n − 3) possible invariants. However for any given dimension this overcounts invariants
when n > d + 2 since there are further relations between different xij

2. If the conformal
group acts transitively on n points there are just Nd,n = nd − 1

2(d + 1)(d + 2) invariants.
When Nd,n <

1
2n(n− 3) the number of invariants is then reduced to Nd,n but if n ≤ d+ 2

then Nd,n ≥ 1
2n(n − 3) and 1

2n(n − 3) provides the correct counting. In this case there is
a residual subgroup of the conformal group which leaves the n points invariant. Thus for
d = 4 and n = 4, 5, 6, 7 there are 2, 5, 9, 13 independent conformal invariants with the extra
restrictions first relevant when n = 7.

2.1 Inversion Tensor and Conformal Vectors

An important role is played by inversions for which

xµ → xi
µ =

xµ

x2
, (2.25)

2The solution for xt may be obtained by writing xt
µ = α(t)xµ + β(t) bµ where α(0) = 1, β(0) = 0. The

differential equation reduces to α̇ = −2α2b · x − 2αβ b2, β̇ = α2x2 − β2b2. These may be decoupled giving
d
dt

(β+λα) = −b2(β+λα)2 for λ2b2 = 2λ b ·x−x2 which integrates to β+λα = λ/(1+λ2b2t). Eliminating β
then α̇ = 2(λ b2− b · x)α2− 2λ b2 α/(1 +λ2b2t) and hence α = 1/(1 + 2 t b · x+ t2 b2x2) which with β = αx2t
gives (2.21).
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in which case

dxi
µ =

1

x2
Iµν(x) dxν , (2.26)

where the inversion tensor for vectors is given by

Iµν(x) = δµν − 2
xµxν
x2

. (2.27)

satisfying ηµνI
µ
α(x) Iνβ(x) = ηαβ so that dxi

2 = dx2/(x2)2 and, for two points,

(x− y)2 → (xi − yi)2 =
1

x2y2
(x− y)2 . (2.28)

Inversions are therefore discrete conformal transformations not connected to the identity,
since det[Iµν ] = −1, but they can be used to generate finite special conformal transforma-
tions by considering an inversion followed by a translation and then another inversion,

xµ → xµ

x2
→ xµ

x2
+ bµ →

xµ

x2 + bµ

( x
x2 + b)2

=
xµ + bµ x2

1 + 2 b · x+ b2 x2
, (2.29)

identical to (2.21) for t = 1. To first order in b this reduces to the result for special conformal
transformations in (2.9)

Since

− 1
2 ∂xµ∂yν ln(x− y)2 =

Iµν(x− y)

(x− y)2
, (2.30)

then as ln(x′ − y′)2 = ln(x− y)2 + ln Ω(x) + ln Ω(y) we have from (2.22)

Iµν(x− y) = Iρτ (x′ − y′)Rρµ(x)Rτ ν(y) ,

Iµν(x− y) = Iρτ (xi − yi) Iρµ(x)Iτ ν(y) . (2.31)

For infinitesimal transformations using (2.15)(
vρ(x)∂xρ + vρ(y)∂yρ

)
Iµν(x− y) = −ω̂v µρ(x) Iρν(x− y) + Iµρ(x− y) ω̂v

ρ
ν(y) . (2.32)

For three points x, y, z we may define

1
2 ∂xµ ln

(
(x− y)2/(x− z)2

)
=

(x− y)µ
(x− y)2

− (x− z)µ
(x− z)2

= Xµ . (2.33)

From (2.23) under a conformal transformation x, y, z → x′, y′, z′ then X → X ′ and also
from (2.28) under an inversion x, y, z → xi, yi, zi similarly X → Xi where

Xµ = X ′ρR
ρ
µ(x)Ω(x) , Xµ = Xiρ I

ρ
µ(x)

1

x2
. (2.34)

so that Xµ transforms as vector at x. In a similar fashion

Yµ = 1
2 ∂yµ ln

(
(y − z)2/(y − x)2

)
, Zµ = 1

2 ∂zµ ln
(
(z − x)2/(z − y)2

)
, (2.35)
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are vectors at y, z. It is easy to see that

X2 =
(y − z)2

(x− y)2(x− z)2
, Y 2 =

(z − x)2

(y − x)2(y − z)2
, Z2 =

(x− y)2

(z − x)2(z − y)2
. (2.36)

Infinitesimally (2.34) corresponds to(
v(x)ρ∂xρ + v(y)ρ∂yρ + v(z)ρ∂zρ

)
Xµ = −σv(x)Xµ +Xν ω̂

ν
µ(x) . (2.37)

Under y ↔ z, Xµ → −Xµ, Yµ ↔ −Zµ.

Directly from (2.33)

Xµ
←−
∂yν = − 1

(x− y)2
Iµν(x− y) , (2.38)

so that by evaluating X2←−∂yν we obtain

XµIµν(x− y) = −(x− z)2

(y − z)2
Yν . (2.39)

By cyclically permuting x, y, z

Y µIµν(y − z) = −(y − x)2

(z − x)2
Zν , ZµIµν(z − x) = − (z − y)2

(x− y)2
Xν . (2.40)

Rewriting (2.39) as
1

Y 2
Yν = −(y − x)2Xρ Iρν(x− y) (2.41)

and using

∂zµYν = − 1

(z − y)2
Iµν(z − y) , ∂zµXρ =

1

(z − x)2
Iµρ(z − x) , (2.42)

we obtain
Iµ
ρ(z − y) Iρν(Y ) = Iµ

ρ(z − x) Iρν(x− y) . (2.43)

Similarly
Iµ
ρ(Z) Iρν(z − y) = Iµ

ρ(z − x) Iρν(x− y) , (2.44)

with other identities following from permuting x, y, z.

2.2 Conformal Transformations of Fields

Acting on fields φI , where I is a spin index for the rotation group O(d) or O(d− 1, 1), we
can define the action of a conformal transformation such that x→ x′ on the field by

φI → φ′I , φ′I(x
′) = Ω(x)−∆RIJ(x)φJ(x) . (2.45)

where ∆ is the scale dimension of φI and RIJ is the matrix corresponding to Rνµ in the
representation of O(d) or O(d− 1, 1) determined by φI . For an inversion (2.45) becomes

φ′I(xi) = (x2)∆ IIJ(x)φJ(x) , (2.46)
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where IIJ(λx) = IIJ(x) and IIK(x) IKJ(x) = δI
J . Fields satisfying (2.45) or (2.46) are

called conformal primary fields. In general the transformation φ → φ′ for an inversion
may not be possible. If the inversion (2.30) is combined with a reflection x1 → −x1 then
the resulting transformation belongs to the identity component of the conformal group
SO(d + 1, 1) or SO(d, 2). To show this we may consider the combination of a special
conformal and scale transformation with a translation given by

xλ
µ =

(1 + λ2)xµ

1 + λ2 x2 + 2λx1
, µ 6= 1 , xλ

1 = −λ+
(1 + λ2)(x1 + λx2)

1 + λ2 x2 + 2λx1
. (2.47)

Clearly x0
µ = xµ and, as λ → ∞, xλ

µ → r1x
µ/x2 for r1x

µ = xµ, µ 6= 1, r1x
1 = −x1. The

corresponding action on fields is therefore defined in any CFT. For chiral CFTs when parity
is not a symmetry neither is invariance under inversions.

Infinitesimally, when δxµ = vµ, the corresponding change in φ resulting from (2.45) is

δvφI = −vµ∂µφI − σv ∆φI + 1
2 ω̂v

µν(sµν)I
J φJ , (2.48)

with sµν the appropriate spin matrices satisfying[
sµν , sρτ

]
= ηµρ sντ − ηνρ sµτ − ηµτ sνρ + ηντsµρ . (2.49)

For a Euclidean metric, so that in (2.49) ηµρ → δµρ and sµν are the generators for a
representation of SO(d), then we may take the spin matrices to be anti-hermitian, sµν

† =
−sµν . Together with (2.13), (2.49) ensures [δv, δv′ ]φI = δ[v,v′]φI .

For an irreducible spin representation R the quadratic Casimir becomes

1
2 (sµν s

µν)I
J = −CR δIJ . (2.50)

For a vector field Aσ the vector representation RV is defined by spin matrices

(sµν)λ
ρ = δµ

ρ ηνλ − δνρ ηµλ , 1
2 (sµν s

µν)λ
ρ = −CV δλρ , CV = d− 1 . (2.51)

If sµν is complex there is a conjugate spin matrix s̄µν , also satisfying (2.49), and the
conjugate conformal primary transforms as

δvφ̄Ī = −vµ∂µφ̄Ī − σv φ̄Ī ∆− 1
2 ω̂v

µν φ̄J̄ (s̄µν)J̄ Ī . (2.52)

In order to discuss spinor fields ψ, ψ̄ we it is necessary to define gamma matrices. In
even dimensions, d = 2n, we may define 2n−1 × 2n−1 chiral gamma matrices such that

γµ γ̄ν + γν γ̄µ = 2 ηµν 1 , γ̄µ γν + γ̄ν γµ = 2 ηµν 1̄ , (2.53)

where γµ, γ̄µ are inequivalent matrices and we distinguish the identity matrices for chiral
and anti-chiral spinors. With a Minkowski metric we may impose the hermeticity conditions

γµ
† = −γµ , γ̄µ

† = −γ̄µ , ψ̄ = ψ† , (2.54)

and hence we must require 1† = 1̄. For odd dimensions, d = 2n−1, there are also 2n−1×2n−1

gamma matrices γµ satisfying (2.53) with γ̄µ = γµ. For d odd it is important to recognise
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that γµ and −γµ define inequivalent representations of the Dirac algebra. In this case we
may take

βγµ
†β = −γµ , ψ̄ = ψ†β , β = β† = β−1 . (2.55)

For a Euclidean metric, ηµν = δµν , the hermeticity conditions become γµ
† = γµ for d odd

and γµ
† = γ̄µ for d even but then in (2.53) we must take 1† = 1, 1̄† = 1̄.

The spin matrices for chiral/anti-chiral spinors are then for d = 2n

sµν = −1
2 γ[µ γ̄ν] , s̄µν = −1

2 γ̄[µ γν] , sµν
† = −s̄µν , (2.56)

which obey (2.49) by virtue of

sµν γρ−γρ s̄µν = ηµρ γν−ηνρ γµ = γσ (sµν)σρ , s̄µν γ̄ρ− γ̄ρ sµν = ηµρ γ̄ν−ηνρ γ̄µ . (2.57)

For d = 2n − 1 identical relations are obtained so long as we identify s̄µν = sµν and now
sµν
† = −βsµνβ. The quadratic Casimir from (2.50) becomes

1
2 sµνs

µν = −Cs 1 , 1
2 s̄µν s̄

µν = −Cs 1̄ , Cs = 1
8d(d− 1) . (2.58)

If ψ, ψ̄ are conformal primary chiral spinors then under infinitesimal conformal trans-
formations

δvψ = −vµ∂µψ − σv ∆ψ + 1
2 ω̂v

µνsµν ψ , δvψ̄ = −vµ∂µψ̄ − σv ψ̄∆− 1
2 ω̂v

µνψ̄ s̄µν . (2.59)

If we apply (2.59) for the conformal transformation in (2.47)

d

dλ
ψλ(x) =

1

1 + λ2

((
(1− x2) ∂1 + 2x1xν∂ν

)
ψλ(x) + ∆ 2x1 ψλ(x)

− 1
2

(
γ · x γ̄1 − γ1 γ̄ · x

)
ψλ(x)

)
. (2.60)

Solving this equation gives

ψλ(x) =

(
1 + λ2x2 − 2λx1

1 + λ2

)−∆− 1
2 1− λ γ · x γ̄1

(1 + λ2)
1
2

ψ(x−λ) . (2.61)

For λ→∞
ψλ(x)→ −(x2)−∆− 1

2 γ · x γ̄1 ψ(r1x/x
2) , (2.62)

with r1 reflection in the 1-direction.

When d is even for theories which are parity invariant then it is necessary for there to
be spinors χ, χ̄ of opposite chirality to ψ, ψ̄ and which transform similarly to (2.59)

δvχ = −vµ∂µχ− σv ∆χ+ 1
2 ω̂v

µν s̄µν χ , δvχ̄ = −vµ∂µχ̄− σv χ̄∆− 1
2 ω̂v

µνχ̄ sµν . (2.63)

The parity transformation is then ψ(x)→ γ1 χ(r1x). In this case the action of inversion is
given by

ψ(x)→ (x2)−∆− 1
2 γ · xχ(x/x2) . (2.64)

For d odd inversions can be defined on spinor fields in general by

ψ(x)→ (x2)−∆− 1
2 γ · xψ(x/x2) , ψ̄(x)→ −(x2)−∆− 1

2 ψ̄(x/x2) γ · x . (2.65)
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2.3 Derivative Constraints

In general derivatives of primary fields are not primary. From (2.48) and using (2.12)

δv ∂λφI = − vµ∂µ∂λφI − σv (∆ + 1) ∂λφI − ω̂v λρ ∂ρφI + 1
2 ω̂v

µν(sµν)I
J ∂λφJ

−
(
∆ δI

J ηλτ + (sλτ )I
J
)
φJ ∂

τσv . (2.66)

Only if the second line vanishes is ∂λφI also a conformal primary as well as φI . Imposing

fλI
(
∆ δI

J δλ
τ −MλI

τJ
)

= 0 , (2.67)

where, using the vector representation for the spin matrices in (2.51),

MλI
τJ = −(sλ

τ )I
J = 1

2 (sµν)I
J(sµν)λ

τ , (2.68)

gives an eigenvalue equation for ∆ which ensures fλI∂λφI are conformal primaries. The
matrix M in (2.68) commutes with SO(d), or alternatively SO(d − 1, 1), so that to solve
(2.67) it is sufficient to decompose fλI into irreducible representations. If φI belongs to the
representation space Vφ for a representation Rφ and

Rφ ⊗RV ' ⊕iRi , (2.69)

then, acting on the tensor product Vφ × VV ,

− 1
2

(
(sµν)I

Kδλ
ρ + δI

K(sµν)λ
ρ
)(

(sµν)K
Jδρ

τ + δK
J(sµν)ρ

τ
)

=
∑

iCRi (Pi)λI
τJ , (2.70)

with Pi the projector onto the irreducible representation space Vi ⊂ Vφ × VV . The eigen-
value ∆i corresponding to the irreducible representation Ri is, as a consequence of (2.67),
determined by the Casimir eigenvalues according to

∆i = 1
2

(
Cφ + CV − Ci

)
. (2.71)

Since MλI
λI = 0 the eigenvalues ∆ are in general both positive and negative as their sum,∑

i dimVi ∆i = 0.

Simple cases can be analysed directly. For spinless fields trivially ∆ = 0. For a vector,
φ→ Aσ, (2.67) becomes

fλρ
(
∆ δρ

σ ηλτ + δλ
σ ηρτ − δτσ ηρλ

)
= 0 , (2.72)

which has solutions

fλρ = ηλρ , ∆ = d− 1 , fλρ = f [λρ] , ∆ = 1 , fλρ = f (λρ) , ηλρf
λρ = 0 , ∆ = −1 . (2.73)

Thus ∂µAµ is a conformal primary if ∆ = d−1 as is ∂µAν−∂νAµ for ∆ = 1. The eigenvalue
sum is then d − 1 + 1

2d(d − 1) − 1
2(d + 2)(d − 1) = 0. For a rank two tensor field Tσρ the

equations become

fλµν
(
∆ δµ

σδν
ρ ηλτ + δν

ρ(δλ
σ ηµτ − δτ σ ηµλ) + δµ

σ(δλ
ρ ηντ − δτ ρ ηνλ)

)
= 0 . (2.74)
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For Tσρ = Tρσ, η
σρTσρ = 0, this has solutions

fλµν = ηλµεν + ηλνεµ − 2

d
ηµνελ , ∆ = d ,

fλµν = fλνµ , f (λµν) = 0 , fλµνηµν = 0 , ∆ = 1 ,

fλµν = f (λµν) , fλµνηµν = 0 , ∆ = −2 . (2.75)

Thus ∂µTµν is a conformal primary for ∆ = d. For Tσρ = −Tρσ the solutions are

fλµν = ηλµεν − ηλνεµ , ∆ = d− 2 ,

fλµν = f [λµν] , ∆ = 2 ,

fλµν = − fλνµ , f [λµν] = 0 , fλµνηλµ = 0 , ∆ = −1 , (2.76)

with the first two conditions corresponding to ∂µTµν , ∂[λTµν], being conformal primaries.

If the derivative generates a conformal primary then it is possible to impose a constraint
on the fields such that this vanishes. In the above examples ∂µTµν = 0 is the conservation
equation for the symmetric traceless energy momentum tensor whereas ∂[λFµν] = 0 is the
Bianchi identity for the abelian field strength Fµν , the field equation ∂µFµν = 0 is then
conformally consistent only for d = 4.

More generally if we consider symmetric traceless tensors of rank `, corresponding to
a representation R(`), corresponding to a Young tableau with just a single row of ` boxes
1 2 ` , then RV = R(1) and

R(`) ⊗R(1) ' R(`−1) ⊕R(`+1) ⊕R(`,1) , (2.77)

where R(`,1) denotes the mixed symmetry representation corresponding to 1 2 ` . Using

C(`) = `(`+ d− 2) , C(`,1) = (`+ 1)(`+ d− 3) , (2.78)

(2.71) gives

∆(`−1) = `+ d− 2 , ` ≥ 1 , ∆(`+1) = −` , ∆(`,1) = 1 , ` ≥ 1 . (2.79)

This of course corresponds to (2.75) when ` = 2. For d = 3, R(`,1) ' R(`).

For representationsR(n,m) defined by mixed symmetry tensors corresponding to tableaux
1 2 n
1 m , m ≤ n, then

R(n,m) ⊗R(1) ' R(n−1,m) ⊕R(n+1,m) ⊕R(n,m−1) ⊕R(n,m+1) ⊕R(n,m,1) , (2.80)

with

C(n,m) = n(n+d−2)+m(m+d−4) , C(n,m,1) = n(n+d−2)+(m+1)(m+d−5) . (2.81)

Hence we get, assuming n ≥ m ≥ 1,

∆(n−1,m) = n+ d− 2 , n > m , ∆(n+1,m) = −n , ∆(n,m,1) = 2 ,

∆(n,m−1) = m+ d− 3 , ∆(n,m+1) = −m+ 1 , n > m . (2.82)

The results (2.82) reproduce (2.76) for n = m = 1. For d = 4 in (2.80) we may identify
R(n,1,1) ' R(n), R(n,m,1) = 0, m ≥ 2 whereas for d = 5, R(n,m,1) ' R(n,m) and then (2.82)
encompasses all tensorial representations.
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2.4 Two Point Functions

For any CFT the natural observables are the correlation functions for arbitrarily many
conformal primary fields. Conformal invariance determines the form of the two point func-
tion in terms of the scale dimension and spin. For a conformal primary and its conjugate
satisfying (2.48) and (2.52) then

〈
φI(x) φ̄Ī(y)

〉
=
IIĪ(x− y)

((x− y)2)∆
, (2.83)

where conformal invariance requires(
vµ(x)∂xµ + vµ(y)∂yµ

)
IIĪ(x− y)

= 1
2 ω̂v

µν(x)(sµν)I
J IJĪ(x− y)− IIJ̄(x− y) 1

2 ω̂v
µν(y)(s̄µν)J̄ Ī . (2.84)

IIĪ(x − y) is an interwiner between a spin representation and its conjugate at x, y. For
general representations formed from tensor products of vectors, which are self-conjugate,
then from (2.32) IIĪ can be constructed in terms of corresponding products of the inversion
tensor. For spinors we use, from (2.11) and (2.57),(

vµ(x)∂xµ + vµ(y)∂yµ
)
(x− y)ργρ =

(
vρ(x)− vρ(y)

)
γρ

= 1
2

(
∂σv

ρ(x) + ∂σv
ρ(y)

)
(x− y)σγρ

= 1
2

(
σv(x) + σv(y)

)
(x− y)ργρ

+ 1
2 ω̂v

µν(x)sµν (x− y)ργρ − (x− y)ργρ
1
2 ω̂v

µν(y)s̄µν , (2.85)

since
(
ω̂v

µν(x)− ω̂vµν(y)
)(
sµν (x− y)ργρ + (x− y)ργρ s̄µν

)
= 0, together with its conjugate

with γ̄ρ → γρ, sµν ↔ s̄µν . For a self conjugate scalar

〈
φ(x)φ(y)

〉
=

1

((x− y)2)∆
, (2.86)

while for a real vector Vµ and spinor fields ψ, ψ̄

〈
Vµ(x)Vν(y)

〉
=

Iµν(x− y)

((x− y)2)∆
,

〈
ψ(x) ψ̄(y)

〉
=

(x− y)ργρ

((x− y)2)∆+ 1
2

. (2.87)

Two point functions for conformal primary fields belonging to more general spinorial or
tensorial representations are formed from the reduction of the tensor products of the results
in (2.87).

2.5 Dirac Algebra

We analyse here in more detail the structure of Dirac gamma matrices, defined by (2.53). Various
properties have significant differences according to the dimension modulo 8.

To construct expressions for gamma matrices in even or odd dimensions it is convenient to start,
for n = 1, 2, . . . , from 2n − 1, 2n−1 × 2n−1 dimensional, generalised Pauli matrices σi which are
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hermitian and traceless and obey3

σi σj + σj σi = 2 δij 1 . (2.88)

Defining
σ̂ = σ1σ2 . . . σ2n−1 = (−1)n−1σ2n−1σ2n−2 . . . σ1 , (2.89)

then
[σ̂, σi] = 0 , σ̂2 = (−1)n−1 1 ⇒ σ̂ = ρ1 , ρ = ±in−1 . (2.90)

The two choices for ρ are inequivalent and are related by taking σi → −σi. From (2.88)

tr(σi σj) = 2n−1 δij . (2.91)

The
(
2n−1
s

)
matrices

σi1...is = σ[i1 . . . σis] , s = 1, 2, . . . n− 1 , (2.92)

are all linearly independent and traceless and, together with 1, span the space of 2n−1 × 2n−1

matrices. Hence if [σi, X] = 0 then X ∝ 1.

The gamma matrices for Minkowski signature are then given by, for d = 2n− 1 odd,

γ0 = i σd , γi = σi , i = 1, . . . , 2n− 1 , tr(γµγν) = 2n−1 ηµν . (2.93)

and, for d = 2n even,

γ0 = γ̄0 = i1 , γi = −γ̄i = i σi , i = 1, . . . , 2n− 1 , tr(γµγ̄ν) = 2n−1 ηµν , (2.94)

It is easy to see that with this basis γµ, γ̄µ satisfy (2.54) and that (2.93) obeys (2.55) with β = σ2n−1.
From (2.90)

γ0 γ̄1 γ2 . . . γ̄2n−1 = ρ1 , γ̄0 γ1 γ̄2 . . . γ2n−1 = −ρ 1̄ . (2.95)

To discuss charge conjugation and time reversal it is necessary to know the properties of the
Dirac matrices under transposition and complex conjugation, which are linked by hermeticity. For
the 2n− 1 matrices σi the charge conjugation C matrix satisfies4

CσiC
−1 = (−1)n−1σi

T , (2.96)

where the sign (−1)n−1 is determined by requiring Cσ̂C−1 = σ̂T in accord with (2.90). Since σi
are hermitian [σi, C

†C] = 0 and also from (2.96) [σi, C
−1CT ] = 0 so that C†C, C−1CT ∝ 1. For

C = τ CT it follows that τ2 = 1 or τ = ±1. By rescaling C we may then require

CC† = 1 , C = (−1)
1
2n(n−1) CT . (2.97)

The sign for τ assumed in (2.97) is determined by counting of symmetric/antisymmetric matrices.
The matrices defined in (2.92) satisfy, from (2.96),

Cσi1...isC
−1 = (−1)

1
2 s(2n−1−s) σi1...is

T , (2.98)

3Such matrices can be constructed iteratively. If σi
(2n−1) are matrices for d = 2n − 1 we may define

σi
(2n+1) = σi

(2n−1) ⊗ ( 0 1
1 0 ) for i = 1, . . . , 2n − 1 and σ2n

(2n+1) = 1 ⊗
(

0 −i
i 0

)
, σ2n+1

(2n+1) = 1 ⊗
(

1 0
0 −1

)
.

Beginning from σ1
(1) = 1 this of course gives the usual Pauli matrices for d = 3. With this definition in

(2.90) ρ(2n+1) = i ρ(2n−1).
4For the σi constructed in the previous footnote we may take C(2n+1) = C(2n−1)⊗

(
0 1
−1 0

)
for n = 1, 3, . . .

and C(2n+1) = C(2n−1) ⊗
(

1 0
0 −1

)
for n = 2, 4, . . . .
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and the set of all matrices {C,Cσi1...is : s = 1, . . . , n− 1} form a linearly independent basis, which
are alternately either symmetric or antisymmetric, for 2n−1 × 2n−1 matrices. As a consequence of

n−1∑
s=0

(
2n− 1

s

)
= 22(n−1) ,

n−1∑
s=0

(−1)
1
2 s(2n−1−s)

(
2n− 1

s

)
= (−1)

1
2n(n−1) 2n−1 , (2.99)

the requirement for there to be 1
2 2n−1(2n−1 ± 1) symmetric/antisymmetric matrices in this basis

determines the sign in (2.97) (to verify the second binomial sum we may use (−1)
1
2 s(2n−1−s) =√

2 cos π4 (2s+ 1), n = 2, 4, . . . ,
√

2 sin π
4 (2s+ 1), n = 1, 3, . . . ).

These results for C immediately demonstrate that for d = 2n− 1 from (2.93)

CγµC
−1 = (−1)n−1 γµ

T , CsµνC
−1 = −sµνT , C = (−1)

1
2n(n−1) CT , CβC−1 = (−1)n−1 βT .

(2.100)
For d = 2n from (2.94)

CγµC̄
−1 = γ̄µ

T , C̄ γ̄µC
−1 = γµ

T , CsµνC
−1 = −sµνT , C̄ s̄µνC̄

−1 = −s̄µνT ,

C = (−1)
1
2n CT , C̄ = (−1)

1
2n C̄T , n = 2, 4, . . . , (2.101)

and

CγµC
−1 = γµ

T , Cγ̄µC
−1 = γ̄µ

T , CsµνC
−1 = −s̄µνT , C = (−1)

1
2 (n−1)CT , n = 1, 3, . . . .

(2.102)
Although (2.101), for d = 4, 8, . . . , is derived here for C = C̄ it is convenient to generalise to distinct
C, C̄ with C† = C̄−1.

For d = 2n and n even then defining

ψ̄C = C̄−1ψ̄T , ψC = ψTC , (2.103)

gives charge conjugate spinors of opposite chirality satisfying (2.63) for χ = ψ̄C , χ̄ = ψC . Similarly

χC = χT C̄, χ̄C = C−1χ̄T transform as ψ, ψ̄ and (ψ̄C)C = (−1)
1
2nψ̄, (ψC)C = (−1)

1
2nψ. For d = 2n

and n odd (2.103), with C̄ = C, gives spinors of the same chirality as ψ, ψ̄ and in this case acting

twice (ψ̄C)C = (−1)
1
2 (n−1)ψ̄, (ψC)C = (−1)

1
2 (n−1)ψ. For d = 2 mod 8 then we may impose ψ = ψ̄C

giving Majorana-Weyl spinors in these dimensions.

For Lorentz transformations we can write

g γµ ḡ
−1 = γν Λνµ , ḡ γ̄µ g

−1 = γ̄ν Λνµ , ḡ−1 = g† , d even ,

g γµ g
−1 = γν Λνµ , g−1 = βg†β , d odd , (2.104)

The traces tr(γµ γ̄ν) = 2n−1 ηµν for d even, or tr(γµ γν) = 2n−1 ηµν for d odd, ensure that the

metric is an invariant tensor, ηµν = ηστΛσµΛτ ν . For d = 2n and n even, or d odd, gTCg = C and

det g = ±1. When d = 4, CT = −C, this implies, for det g = 1, that g ∈ Sl(2,C).

2.6 Three, Four, Six and Five Dimensions

For particular low dimensions the rotation groups SO(d) or SO(d − 1, 1) are isomorphic
to other groups in which tensorial and spinorial representations are unified which allows
significant simplifications.
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With α, β = 1, 2 spinorial indices for d = 3 there are three independent γ-matrices
(γµ)α

β and also three linearly independent spin matrices (sµν)α
β = −1

2 (γ[µγν])α
β which

form a basis for traceless 2× 2 matrices and hence

− (sµν)α
β (sµν)γ

δ = 1
2 (γµ)α

β (γµ)γ
δ = δα

δ δγ
β − 1

2 δα
β δγ

δ , (2.105)

which of course implies −1
2 (sµν s

µν)α
β = 3

4 δα
β as required by (2.58) when d = 3. Equiva-

lently they are a basis for symmetric 2× 2 matrices since

(Cγµ)αβ = (Cγµ)βα , (Csµν)αβ = (Csµν)βα , Cαβ = −Cβα . (2.106)

For any spin representation matrices {(sµν)I
J} we can then define an equivalent basis(

Sα
β
)
I
J = (sµν)I

J(sµν)α
β , (sµν)I

J = −
(
Sα

β
)
I
J(sµν)β

α . (2.107)

From (2.49) using (2.105) these have the commutation relations[
Sα

β, Sγ
δ
]

= δγ
β Sα

δ − δαδ Sγβ , (2.108)

which corresponds to the Lie algebra sl2. For

[
Sα

β
]

=

(
S3 S+

S− −S3

)
, (2.109)

then S3, S± obey the usual angular momentum commutation relations and the Casimir
operator becomes

− 1
2 sµν s

µν = 1
2 Sα

βSβ
α = S3(S3 + 1) + S−S+ . (2.110)

Irreducible representations Rs are just labelled by s = 0, 1
2 , 1 . . . , and can be described

in terms of the representation space Vs formed by symmetric rank 2s spinors Ψα1...α2s =
Ψ(α1...α2s) where of course dimVs = 2s + 1 and the associated Casimir Cs = s(s + 1). The
vector representation requires s = 1. Corresponding to (2.69) we now have

Rs ⊗R1 ' Rs−1 ⊕Rs ⊕Rs+1 , (2.111)

and the formula (2.71) then gives for the critical scaling dimensions for the three represen-
tations appearing in (2.111)

∆s−1 = 1 + s , s ≥ 1 , ∆s = 1 , s ≥ 1
2 ∆s+1 = −s . (2.112)

The first two cases correspond to (Cγµ∂µ)αβΨαβα1...α2s−2 and (γµ∂µ)(α1
β Ψα2...α2s)β being

conformal primaries. Imposing them to be zero gives a conserved current and a solution of
the free Dirac equation respectively. For s = ` = 0, 1, . . . the conditions in (2.112) of course
match (2.79) when d = 3.

For d = 4 there are two inequivalent chiral spinors with spinorial indices α, α̇ = 1, 2. The
gamma matrices then become (γµ)αα̇, (γ̄µ)α̇α, (γµ)αα̇(γ̄µ)β̇β = 2 δβ

αδα̇β̇,5 which construct,

5From (2.94), (γµ)αα̇ = i (σµ)αα̇, (γ̄µ)α̇α = i (σ̄µ)α̇α where σµ, σ̄µ are Wess and Bagger spin matrices.
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according to (2.56), two inequivalent 2 × 2 spin matrices (sµν)α
β, (s̄µν)α̇β̇. These satisfy

analogous completeness relations to (2.105)

− (sµν)α
β (sµν)γ

δ = δα
δ δγ

β− 1
2 δα

β δγ
δ , −(s̄µν)α̇β̇ (s̄µν)γ̇ δ̇ = δα̇δ̇ δ

γ̇
β̇− 1

2 δ
α̇
β̇ δ

γ̇
δ̇ , (2.113)

as well as (sµν)α
β (s̄µν)α̇β̇ = 0. The six spin matrices (sµν)I

J can be rewritten just as in
(2.107) (

Sα
β
)
I
J = 1

2 (sµν)I
J(sµν)α

β ,
(
S̄ α̇β̇

)
I
J = 1

2 (sµν)I
J(s̄µν)α̇β̇ . (2.114)

and satisfy from (2.49)[
Sα

β, Sγ
δ
]

= δγ
β Sα

δ − δαδ Sγβ ,
[
S̄ α̇β̇, S̄

γ̇
δ̇

]
= δγ̇β̇ S̄

α̇
δ̇ − δα̇δ̇ S̄ γ̇β̇ ,

[
Sα

β, S̄ α̇β̇
]

= 0 ,
(2.115)

with the quadratic Casimir becoming

− 1
2 sµν s

µν = Sα
βSβ

α + S̄ α̇β̇ S̄
β̇
α̇ . (2.116)

The Lie algebra is then isomorphic to sl2 × sl2. As in (2.109)

[
Sα

β
]

=

(
S3 S+

S− −S3

)
,

[
S̄α̇β̇
]

=

(
S̄3 S̄+

S̄− −S̄3

)
, (2.117)

define two commuting sets of angular momentum generators. Irreducible representations
are given by R[s,s̄], s, s̄ = 0, 1

2 , 1, . . . , with a representation space V[s,s̄] formed by spinors
Ψα1...α2s,α̇1...α̇2s̄) = Ψ(α1...α2s),(α̇1...α̇2s̄), so that dimV(s,s̄) = (2s+ 1)(2s̄+ 1) and the Casimir

C[s,s̄] = 2s(s+ 1) + 2s̄(s̄+ 1) . (2.118)

The matrix corresponding to (2.68) here takes the form

Mαα̇I
β̇βJ = −

(
Sγ

δ
)
I
J
(
sδ
γ
)
α
β δβ̇α̇ −

(
S̄ γ̇ δ̇

)
I
J
(
s̄δ̇ γ̇
)
β̇
α̇ δα

β , (2.119)

and (2.69) becomes

R[s,s̄] ⊗R[ 1
2 ,

1
2 ] ' R[s− 1

2 ,s̄− 1
2 ] ⊕R[s− 1

2 ,s̄+
1
2 ] ⊕R[s+ 1

2 ,s̄− 1
2 ] ⊕R[s+ 1

2 ,s̄+
1
2 ] . (2.120)

In this case the eigenvalues are just

∆[s′,s̄′] = 1
2

(
C[s,s̄] + 3− C[s′,s̄′]

)
, (2.121)

for s′ = s± 1
2 , s̄

′ = s̄± 1
2 . This gives

∆[s− 1
2 ,s̄− 1

2 ] = 2 + s+ s̄ , s, s̄ ≥ 1
2 , ∆[s+ 1

2 ,s̄+
1
2 ] = −s− s̄ ,

∆[s− 1
2 ,s̄+

1
2 ] = 1 + s− s̄ , s ≥ 1

2 , ∆[s+ 1
2 ,s̄− 1

2 ] = 1 + s̄− s , s̄ ≥ 1
2 . (2.122)

The different conditions are related by elements of the Weyl group Z2 × Z2 which is here
generated by the reflections [s, s̄] → [−s − 1, s̄] and [s, s̄] → [s,−s̄ − 1]. Symmetric trace-
less tensorial representations correspond to s = s̄ and then (2.122) coincides with (2.79)
for [s, s] → (2s). The results for mixed symmetry tensors in (2.82), excluding ∆[n,m,1],
correspond to taking [s, s̄]⊕ [s̄, s]→ (s+ s̄, |s− s̄|), s 6= s̄, s− s̄ ∈ Z.
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In six dimensions Weyl spinors ψα have four components and the 15 spin matrices
(sµν)α

β form a basis for traceless 4×4 matrices. In consequence they satisfy the completeness
relation

− (sµν)α
β (sµν)γ

δ = 2 δα
δ δγ

β − 1
2 δα

β δγ
δ , (2.123)

so that any matrix X = [Xα
β] can be expressed as X = 1

4 tr(X)1− 1
2 tr(sµνX) sµν . Hence

any six dimensional spin matrix can be written in a spinorial basis, (sµν)I
J → (Sα

β)I
J , by(

Sα
β
)
I
J = 1

2 (sµν)I
J(sµν)α

β . (2.124)

The Lie algebra (2.49) gives[
Sα

β, Sγ
δ
]
I
J = (sµτ )α

β (sντ )γ
δ (sµν)I

J . (2.125)

With the completeness condtiion (2.123) and using sµτ s
ντ = −5

4 1 + 2 sµν , sµτ sσρ s
ντ =

δ[σ
µδρ]

ν 1− 1
4 η

µν sσρ − 2 δ[σ
(µsρ]

ν), (2.125) becomes[
Sα

β, Sγ
δ
]

= δγ
β Sα

δ − δαδ Sγβ , (2.126)

which corresponds to the Lie algebra sl4.

It is convenient to decompose the sl4 spin generators as

[
Sα

β
]

=


1
4(3h1+2h2+h3) e1 e12 e123

f1
1
4(−h1+2h2+h3) e2 e23

f12 f2 −1
4(h1+2h2−h3) e3

f123 f23 f3 −1
4(h1+2h2+3h3)

 ,

e12 = [e1, e2] , e23 = [e2, e3] , e123 = [e1, [e2, e3]] , [e1, e3] = 0 ,

f12 = −[f1, f2] , f23 = −[f2, f3] , f123 = [f1, [f2, f3]] , [f1, f3] = 0 . (2.127)

In this basis hi are the generators of the Cartan subalgebra and ei correspond to the simple
roots. In general i = 1, . . . , r with r the rank, here r = 3 and {ei, fi, hi} satisfy the
commutation relations, corresponding to a Chevalley basis, for the Lie algebra,

[hi, hj ] = 0 , [ei, fj ] = δij hj , [hi, ej ] = ejKji , [hi, fj ] = −fjKji , no sum on j , (2.128)

with Kij defining the r × r Cartan matrix, here

[
Kij

]
=

 2 −1 0
−1 2 −1
0 −1 2

 . (2.129)

Evidently {hi, ei, fi} generate a sl2 subalgebra for each i.

The representation space for an irreducible representation are generated by the action
of the lowering operators {fi} on a highest weight vector v satisfying

ei v = 0 , hi v = si v , i = 1, . . . , r , (2.130)
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giving here, for r = 3, a representation space V[s1,s2,s3] and spin representation R[s1,s2,s3].
For finite dimensional representations si are positive integers or zero and then

dimV[s1,s2,s3] = 1
12(s1 +s2 +s3 +3)(s1 +s2 +2)(s2 +s3 +2)(s1 +1)(s2 +1)(s3 +1) . (2.131)

The quadratic Casimir becomes

−1
2 sµν s

µν = Sα
βSβ

α = 3
4(h1

2 + h3
2) + 1

2 h1h3 + 3(h1 + h3) + h2(h2 + h1 + h3 + 4)

+ 2(f1e1 + f2e2 + f3e3 + f12e12 + f123e123) . (2.132)

For representations defined by a highest weight vector as in (2.130)

C[s1,s2,s3] = s1(s1 + 3) + s3(s3 + 3)− 1
4(s1 − s3)2 + s2(s2 + s1 + s3 + 4) . (2.133)

The vector representation has a highest weight [0, 1, 0] and it decomposes under the action
of the lowering operators fi according to the weight diagram

f1↗ [−1, 0, 1]↘ f3

[0, 1, 0]
f2−→ [1,−1, 1] [−1, 1,−1]

f2−→ [0,−1, 0] .

f3↘ [1, 0,−1]
↗ f2

Consequently in general

R[s1,s2,s3] ⊗R[0,1,0] ' R[s1,s2+1,s3] ⊕R[s1+1,s2−1,s3+1] ⊕R[s1−1,s2,s3+1]

⊕R[s1+1,s2,s3−1] ⊕R[s1−1,s2+1,s3−1] ⊕R[s1,s2−1,s3] , (2.134)

with R[s1,s2,s3] ' 0 if any si = −1. Using (2.71) with (2.133) and (2.134) gives the critical
scaling dimensions

∆[s1,s2+1,s3] = − s2 − 1
2(s1 + s3) , ∆[s1,s2−1,s3] = 4 + s2 + 1

2(s1 + s3) , s2 ≥ 1 ,

∆[s1−1,s2,s3+1] = 2 + 1
2(s1 − s3) , s1 ≥ 1 , ∆[s1+1,s2,s3−1] = 2− 1

2(s1 − s3) , s3 ≥ 1 ,

∆[s1+1,s2−1,s3+1] = 1− 1
2(s1 + s3) , s2 ≥ 1 , ∆[s1−1,s2+1,s3−1] = 3 + 1

2(s1 + s3) , s1, s3 ≥ 1 .

(2.135)

The Weyl group for sl4 is the permutation group S4 and is generated by reflections ri,
where ri

2 = 1, with respect to the simple roots, [s1, s2, s3]r1 = [−s1 − 2, s1 + s2 + 1, s3],
[s1, s2, s3]r2 = [s1 + s2 + 1,−s2 − 2, s2 + s3 + 1], [s1, s2, s3]r3 = [s1, s2 + s3 + 1,−s3 −
2], (r1r3)2 = (r1r2)3 = (r2r3)3 = 1. Symmetric traceless rank ` tensors correspond to
[s1, s2, s3] = [0, `, 0] and the results (2.82) for mixed symmetry (n,m) tensors correspond to
[s1, s2, s3] = [m,n−m,m].

In five dimensions spinors ψα also have four components while the 10 spin matrices
(sµνC

−1)αβ, (Csµν)αβ are symmetric with the completeness relation

− (sµνC
−1)αβ (Csµν)γδ = δα

γ δβ
δ + δα

δ δβ
γ . (2.136)

Hence we can express spin matrices in a spinorial basis by(
Sα

β
)
I
J = (sµν)I

J(sµν)α
β , (2.137)
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The commutation relations (2.49) require[
Sα

β, Sγ
δ
]
I
J = 4 (sµτ )α

β (sντ )γ
δ (sµν)I

J , (2.138)

where

4 (s[µ
τ )α

β (sν]τ )γ
δ = δγ

β (sµν)α
δ − δαδ (sµν)γ

β + C−1
αγ (Csµν)βδ + Cβδ (sµνC−1)αγ .

(2.139)

The form of the right hand side of (2.139) is dictated by the completeness of the symmetric
matrices sµνC−1, and also that the relation must be invariant under γµ → −γµ, and the
coefficient may be determined from sµτ s

ντ = −ηµν 1 + 3
2 s

µν . As a consequence of (2.139)
(2.138) becomes[

Sα
β, Sγ

δ
]

= δγ
β Sα

δ − δαδ Sγβ + C−1
αγ (CS)βδ + Cβδ (SC−1)αγ , (2.140)

which defines the Lie algebra sp(4).

Choosing a basis such that[
C−1

αβ

]
=

(
0 1

−1 0

)
,

[
Cαβ

]
=

(
0 −1
1 0

)
, (2.141)

then

[
Sα

β
]

=


h1 + h2 e1 e112 e12

f1 h2 e12 2e2

f112 f12 −h1 − h2 −f1

f12 2f2 −e1 −h2

 , (2.142)

e12 = [e1, e2] , e112 = [e1, [e1, e2]] , f12 = −[f1, f2] , f112 = [f1, [f1, f2]] . (2.143)

In this basis ei correspond to the simple roots with hi the Cartan generators so that
{ei, fi, hi} satisfy the commutation relations (2.128) for rank r = 2 and Cartan matrix

[
Kij

]
=

(
2 −1
−2 2

)
. (2.144)

As before the representation space V[s1,s2] for irreducible representations R[s1,s2] may
be defined in terms of highest weight vectors satisfying (2.130). For finite dimensional
representations, so that si are positive integers or zero,

dimV[s1,s2] = 1
6(s1 + 1)(s2 + 1)(s1 + s2 + 1)(s1 + 2s2 + 3) . (2.145)

The quadratic Casimir is also

−1
2 sµν s

µν = 1
4 SαβS

αβ = 1
2 h1(h1 + 4) + h2(h2 + h1 + 3)

+ f1 e1 + 2 f2 e2 + f12 e12 + 1
2 f112 e112 , (2.146)

and therefore acting on V[s1,s2] the Casimir eigenvalue is

C[s1,s2] = 1
2 s1(s1 + 4) + s2(s2 + s1 + 3) . (2.147)
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The vector representation is labelled by [0, 1] and the associated weight diagram becomes

[0, 1]
f2−→ [2,−1]

f1−→ [0, 0]
f1−→ [−2, 1]

f2−→ [0,−1] . (2.148)

Hence

R[s1,s2] ⊗R[0,1] ' R[s1,s2+1] ⊕R[s1+2,s2−1] ⊕R[s1,s2] ⊕R[s1−2,s2+1] ⊕R[s1,s2−1] . (2.149)

For s1 = 0 the tensor product is truncated since R[−2,s2+1] ' −R[0,s2] and also we take
R[−1,s2], R[s1,−1] ' 0. Implementing (2.71) gives

∆[s1,s2+1] = − s2 − 1
2 s1 , ∆[s1+2,s2−1] = 1− 1

2 s1 , s2 ≥ 1 , ∆[s1,s2] = 2 , s1 ≥ 1 ,

∆[s1−2,s2+1] = 2 + 1
2 s1 , s1 ≥ 2 , ∆[s1,s2−1] = 3 + s2 + 1

2 s1 , s2 ≥ 1 , (2.150)

for the critical dimensions when derivatives generate conformal primaries. The Weyl group
for sp(4), D4 ' Z2 nZ4, is generated by reflections r1, r2 with respect to the short and long
simple roots which give [s1, s2]r1 = [−s1−2, s1 +s2 +1] and [s1, s2]r2 = [s1 +2s2 +2,−s2−2],
(r1 r2)4 = 1, links the different conditions in (2.150). Symmetric traceless rank ` tensors
correspond to [s1, s2] = [0, `] and for mixed symmetry [n,m]-tensors [s1, s2] = [2m,n−m].

3 Embedding Space

The action of conformal transformations in d-dimensions on x ∈ Rd is nonlinear, as exem-
plified in (2.9) or (2.29). By extending to X ∈ Rd+2 it is possible to define linear group
transformations which reduce to conformal transformations under appropriate restrictions,
[11, 12]. Defining coordinates

XA , A = 0, 1, . . . , d− 1, d+ 1, d+ 2 , (3.1)

then a d-dimensional space is obtained by imposing

0 = ηABX
AXB = ηµνX

µXν + (Xd+1)2 − (Xd+2)2

= ηµνX
µXν +X+X− , X± = Xd+1 ±Xd+2 , (3.2)

and also requiring that the overall scale of X is arbitrary so that

XA ∼ λXA . (3.3)

With these conditions {XA} are coordinates for a d-dimernsional projective null cone em-
bedded in Rd+2. The natural isometry group is clearly by

XA → GABX
B , ηCDG

C
AG

D
B = ηAB ⇒

[
GAB

]
∈ O(d+ 1, 1) or O(d, 2) . (3.4)

To make the connection with conformal transformations on x we define for X+ 6= 0

xµ =
Xµ

X+
, (3.5)
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which is well defined since this is invariant under (3.3). Conversely

xµ → XA(x) for (Xµ, X+, X−) = X+(xµ, 1,−x2) , X+ 6= 0 . (3.6)

From (3.2)
2 ηµνX

µdXν + dX+X− +X+dX− = 0 , (3.7)

and using this relation

ηABdXAdXB = (X+)2 ηµνdxµdxν + 2 ηµνX
µdXν dX+

X+
+ ηµνX

µXν

(
dX+

X+

)2

+ dX+dX−

= (X+)2 ηµνdxµdxν . (3.8)

Hence for any transformation XA → X ′A as in (3.4) ηABdXAdXB is invariant and with
X ′A → x′µ, XA → xµ defined by (3.5)

ηµνdx′µdx′ν =

(
X+

X ′+

)2

ηµνdxµdxν , (3.9)

which demonstrates that xµ → x′µ determined by [GAB] is a conformal transformation.
Furthermore since dimO(d+1, 1) = dimO(d, 2) = 1

2(d+1)(d+2) the number of parameters
match.

From (3.6) we may define

eµ
A(x) =

∂

∂xµ
XA(x) ,

∂2

∂xµ∂xν
XA(x) = ηµνP

A , (3.10)

and then eµ
A(x)XA(x) = 0, PAXA(x) == −(X+)2. With these definitions

eµ
A(x)eν

B(x)ηAB = (X+)2ηµν ,

ηµνeµ
A(x)eν

B(x) = (X+)2ηAB +XA(x)PB + PAXB(x) , ∂µeν
A(x) = ηµνP

A . (3.11)

and
PA = −2X+ δ−

A . (3.12)

An inversion (2.25) corresponds in the embedding space to a reflection

Xd+1 → X ′d+1 = −Xd+1 , (3.13)

or X+ ↔ −X−. The transformation given in (2.47) connected to the identity is just a
rotation

Xθ
d+1 = cos θXd+1 + sin θ X1 , Xθ

1 = cos θ X1 − sin θ Xd+1 , (3.14)

with λ = 2 tan 1
2θ which clearly demonstrated the simplicity of the embedding formalism.

For two points XA, Y B on the null cone if

X · Y ≡ −2 ηABX
AY B , (3.15)

then
X · Y = (x− y)2X+Y + . (3.16)

Although X · Y is invariant under (3.4) it is of course not an invariant on the projective
null cone. Such invariants need four points as in (2.24).
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3.1 Scalar and Vector Fields on the Null Cone

Fields may also be extended to the null cone. For a scalar we may take

φ(x)→ Φ(X) , (3.17)

with X satisfying (3.8), and to ensure it is defined on the projective null cone so that (3.3)
holds then Φ is required to be homogeneous,

Φ(λX) = λ−∆ Φ(X) , (3.18)

where the scale dimension ∆ determines the weight. For any such Φ(X) satisfying (3.18)
then conversely Φ→ φ by taking

φ(x) = (X+)∆ Φ(X(x)) . (3.19)

Correspondingly for a vector field

Vµ(x)→ VA(X) , VA(λX) = λ−∆ VA(X) , (3.20)

but to reduce the spin degrees of freedom from d+ 2 to d it is also necessary to require

XAVA(X) = 0 , VA(X) ∼ VA(X) +XA s(X) , (3.21)

for arbitrary s(X), s(λX) = λ−∆−1 s(X). The constraint and freedom in (3.21) reduce the
degrees of freedom from d+ 2 to d. In this case Vµ is then given, with eµ

A defined in (3.10),
by

Vµ(x) = (X+)∆−1eµ
A(x)VA(X(x)) . (3.22)

Since eµ
A(x)XA(x) = 0 it is easy to see that Vµ is invariant under the equivalence relation

in (3.21) and also XA → λ(x)XA for arbitrary λ(x).

Extending (3.11) to tensor fields there is a correspondence Tµν(x) → TAB(X), where,
with the obvious modification of(3.21), XATAB = 0, XBTAB = 0 and TAB ∼ TAB+XAvB+
v′AXB for arbitrary vB, v

′
A of the necessary homogeneity. As a consequence of (3.11) the

traceless condition ηABTAB(X) = 0 is equivalent to ηµνTµν(x) = 0.

For infinitesimal conformal transformations the action on the fields is just, for arbitrary
ωAB = −ωBA,

δωΦ = 1
2 ω

ABLABΦ , LAB = −XA∂B +XB∂A ,

δωVC = 1
2 ω

ABLABVC − ωCD VD . (3.23)

The conformal algebra is then[
LAB, LCD

]
= ηAC LBD − ηBC LAD − ηAD LBC + ηBD LAC . (3.24)

Hence
[

1
2 ω

ABLAB,
1
2 ω
′CDLCD

]
= −1

2 [ω, ω′]ABLAB, where [ω, ω′]AB = ωACω′C
D−ω′ACωCD,

and [δω, δω′ ] = δ[ω,ω′]. Consistency with (3.21) follows from 1
2 ω

ABLABX
C = −XAωA

C .
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Since X is null it is necessary to be careful in the definition of ∂A. For derivatives ∂A
acting on f(X) restricted to the null cone X2 = 0 the usual rules of differentiation lead
to apparent inconsistencies as ∂AX

2 = 2XA so that it is necessary to include additional
contributions proportional to XA beyond the result obtained by differentiation disregarding
the constraint X2 = 0. These extra terms disappear in LAB and

L+−X
A
∣∣
X→X(x)

= − 1
2(xµ∂µ −X+∂+)XA(x) , LµνX

A
∣∣
X→X(x)

= −(xµ∂ν − xν∂µ)XA(x) ,

L−µX
A
∣∣
X→X(x)

= − 1
2 ∂µX

A(x) ,

L+µX
A
∣∣
X→X(x)

= 1
2(−x2∂µ + 2xµ x

ν∂ν − 2xµX
+∂+)XA(x) . (3.25)

With these results δωΦ coincides under the reduction (3.19) with δvφ in (2.48) for vµ given
by (2.9) if ω−µ = 2 aµ, ω+− = 2κ, ω+µ = −2 bµ. For the reduction δωVC → δvVµ it is
necessary also to use −vν∂ν eµC + eµ

DωD
C = ω̂µ

νeν
C + 2 bµX

C(x).

3.2 Spinors

To discuss spinor fields in the embedding formalism requires extending the usual d-dimensional
gamma matrices to d + 2 dimensions. For d = 2n these are required to satisfy the Dirac
algebra

Γ̄A ΓB + Γ̄B ΓA = 2 ηAB 1 , ΓA Γ̄B + ΓB Γ̄A = 2 ηAB 1 , (3.26)

and may be obtained from γµ, γ̄µ satisfying (2.53) by taking

Γµ =

(
γµ 0
0 −γ̄µ

)
, Γ̄µ =

(
γ̄µ 0
0 −γµ

)
,

Γd+1 = Γ̄d+1 =

(
0 1

1 0

)
, Γd+2 = Γ̄d+2 =

(
0 1

−1 0

)
, (3.27)

and correspondingly

Γ+ = Γ̄+ =

(
0 1

0 0

)
, Γ− = Γ̄− =

(
0 0
1 0

)
. (3.28)

Assuming (2.54) we may then require

Γ̄A = B ΓA
†B , B =

(
0 1

1 0

)
. (3.29)

For d = 2n − 1 we have ΓA ΓB + ΓB ΓA = 2 ηAB 1 and a representation is given by (3.27)
with γ̄µ = γµ and in this case from (2.55) with a Minkowski metric

ΓA = B ΓA
† B , B = B† = B−1 =

(
0 β
β 0

)
. (3.30)

For conformal transformations as in (3.4) when d = 2n

G ΓA Ḡ−1 = ΓB G
B
A , Ḡ Γ̄A G−1 = Γ̄B G

B
A , (3.31)
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where from (3.30)

G−1 = B G† B , Ḡ−1 = B Ḡ† B , ⇒ G BG† = B , Ḡ B Ḡ† = B . (3.32)

Alternatively for d = 2n− 1

G ΓA G−1 = ΓB G
B
A , G−1 = B G†B . (3.33)

The associated conformal generators are defined similarly to (2.56)

SAB = −1
2 Γ[A Γ̄B] , S̄AB = −1

2 Γ̄[A ΓB] , (3.34)

and satisfy, analogously to (2.57),

SAB ΓC −ΓC S̄AB = ηAC ΓB − ηBC ΓA , S̄AB Γ̄C − Γ̄C SAB = ηAC Γ̄B − ηBC Γ̄A , (3.35)

so that SAB, S̄AB have the same Lie algebra as LAB in (3.24).

From (2.100) when d = 2n− 1

C ΓA C−1 = (−1)n ΓA
T , C B C−1 = −BT , C =

(
0 C

(−1)nC 0

)
, (3.36)

where C = (−1)
1
2n(n+1) CT and C†C = 1, For d = 2n from (2.101), (2.102)

C ΓA C̄−1 = ΓA
T , C̄ Γ̄A C−1 = Γ̄A

T , C B C† = B , n = 2, 4, . . . ,

C ΓA C−1 = −Γ̄A
T , C Γ̄A C−1 = −ΓA

T , C B C† = −B , n = 1, 3, . . . , (3.37)

where with the representation (3.27)

C =

(
0 C̄
−C 0

)
, C̄ =

(
0 −C
C̄ 0

)
, n = 2, 4, . . . , C =

(
0 C
−C 0

)
, n = 1, 3, . . . , (3.38)

where C = (−1)
1
2nC̄ T , (−1)

1
2 (n+1)CT respectively.

In (3.31) we may then take

C−1 GT C = Ḡ−1 , n = 2, 4, . . . , C−1 GT C = G−1 , C−1 ḠT C = Ḡ−1 , n = 1, 3, . . . , (3.39)

and in (3.33)
C−1 GT C = G−1 ⇒ GT C G = C . (3.40)

For spinors an extension to corresponding spinor fields defined on the null cone and
transforming covariantly

ψ(x)→ Ψ(X) , ψ̄(x)→ Ψ̄(X) , Ψ(λX) = λ−∆+ 1
2 Ψ(X) , Ψ̄(λX) = λ−∆+ 1

2 Ψ̄(X) , (3.41)

then requires doubling the number of spinor components. Assuming (3.29), or (3.30),
requires Ψ̄ = Ψ†B. The degrees of freedom of Ψ, Ψ̄ are reduced to those for ψ, ψ̄ by imposing

Γ̄AX
A Ψ(X) = 0 , Ψ̄(X) ΓAX

A = 0 . (3.42)

23



With these conditions in the representation provided by (3.27),

Γ̄AX
A =

(
γ̄ ·X X+

X− −γ ·X

)
, ΓAX

A =

(
γ ·X X+

X− −γ̄ ·X

)
. (3.43)

the converse to (3.41), Ψ(X)→ ψ(x), Ψ̄(X)→ ψ̄(x), is given by(
ψ(x)

−γ̄ · xψ(x)

)
= (X+)∆− 1

2 Ψ(X(x)) ,
(
ψ̄(x) γ̄ · x ψ̄(x)

)
= (X+)∆− 1

2 Ψ̄(X(x)) , (3.44)

so that

ψ(x) = (X+)∆− 1
2 ε̄(x)Ψ(X(x)) , ψ̄(x) = (X+)∆− 1

2 Ψ̄(X(x)) ε(x) . (3.45)

with ε̄ defined by

eµ
A(x) ε̄(x)ΓA = γµ ε̄

′(x) , eµ
A(x) ε̄′(x)Γ̄A = γ̄µ ε̄(x) , ε̄(x)Γ− = ε̄′(x)Γ̄− = 0 , (3.46)

and similarly for ε.

Alternatively to (3.41) spinor fields may be extended to the null cone as

ψ(x)→ Ψ′(X) , ψ̄(x)→ Ψ̄′(X) , Ψ′(λX) = λ−∆− 1
2 Ψ′(X) , Ψ̄′(λX) = λ−∆− 1

2 Ψ̄′(X) ,
(3.47)

where the degrees of freedom are now halved by imposing the equivalence relations

Ψ′(X) ∼ Ψ′(X) + Γ̄AX
Aζ(X) , Ψ̄′(X) ∼ Ψ̄′(X) + ζ̄(X) ΓAX

A , (3.48)

for arbitrary spinors ζ(X), ζ̄(X) of appropriate homogeneity. The equivalence to (3.41) is
obtained by taking

Ψ(X) = ΓAX
AΨ′(X) , Ψ̄(X) = Ψ̄′(X)Γ̄AX

A . (3.49)

The infinitesimal conformal transformation in (3.23) extends to spinor fields by taking

δωΨ = 1
2 ω

AB
(
LAB + SAB

)
Ψ , δωΨ̄ = 1

2 ω
AB
(
LABΨ̄− Ψ̄SAB

)
. (3.50)

Under the reduction Ψ → ψ, Ψ̄ → ψ̄ given by (3.44) 1
2 ω

AB SABΨ → 1
2 ωv

µνsµνψ − 1
2 σv ψ,

1
2 ω

AB Ψ̄SAB → 1
2 ωv

µνψ̄ s̄µν + 1
2 σv ψ̄. Corresponding to (3.47)

δωΨ′ = 1
2 ω

AB
(
LAB + S̄AB

)
Ψ′ , δωΨ̄′ = 1

2 ω
AB
(
LABΨ̄′ − Ψ̄′ S̄AB

)
. (3.51)

These transformations show that

VA(X) = Ψ̄(X)ΓAΨ′(X) , (3.52)

transforms as a vector field as required in (3.23) with scale dimension 2∆. Furthermore the
constraint (3.42) and the arbitrariness (3.48) translate into (3.22) and VA ∼ −Ψ̄′ Γ̄AΨ. The
transformations (3.50) and (3.51) suggest Ψ̄Ψ and Ψ̄′Ψ′ are scalars but Ψ̄Ψ = 0 and Ψ̄′Ψ′

is not invariant under (3.48) and so does not correspond to a scalar on the projective null
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cone. In odd dimensions, when ΓA and Γ̄ can be identified, Ψ̄Ψ′ = Ψ̄′Ψ is a scalar which is
invariant under (3.48).

The transformations corresponding to (3.14) are obtained by a rotation in the 1-(d+ 1)
plane,

Ψθ(X) =
(

cos 1
2θ 1− sin 1

2θ Γ1Γ̄d+1

)
Ψ(X−θ) . (3.53)

It is easy to check that this is consistent with (3.42) and on reduction is identical with
(2.61).

The two point function for Φ〈
Φ(X) Φ(Y )

〉
=

1

(X · Y )∆
, (3.54)

is determined by invariance under O(d+ 1, 1) or O(d, 2) and (3.18) and is easily seen to be
equivalent to (2.86). Corresponding to (2.87)

〈
VA(X)VB(Y )

〉
=
ηABX · Y + 2YAXB + αXAYB

(X · Y )∆+1
,

〈
Ψ(X) Ψ̄(Y )

〉
=

ΓAX
A Γ̄BY

B

(X · Y )∆+ 1
2

, (3.55)

with α arbitrary. These results are equivalent to (3.20) and (3.42). To reduce the vector
two point function we may note that eµ

A(x)YA(y) = (y − x)µ, eν
B(y)XB(x) = (x− y)ν .

3.3 Reduction to Low Dimensions

In the obviously interesting cases of three and four dimensions the embedding formalism
and the special properties of Dirac matrices allow further simplifications.

In four dimensions from (3.39) Ḡ−1 = C−1 GT C determines Ḡ in terms of G. Furthermore
from (3.31) and (3.37)

G ΓAC−1 GT = ΓBC−1GBA , (ΓAC−1)T = −ΓAC−1 , (3.56)

requires no restriction on G since the six ΓAC−1 form a basis for antisymmetric 4 × 4
matrices. Hence G is constrained just by (3.32), G B G† = B, and since, up to an equivalence,
B ∼

(
1 0
0 −1

)
this requires G ∈ SU(2, 2) and the conformal group SO(4, 2) ' SU(2, 2)/Z2,

with dimension 15.

With explicit indices (ΓAC−1)ab = −(ΓAC−1)ba, a, b = 1, 2, 3, 4. Since εabcd is an invari-
ant tensor for SU(2, 2) then we must have, by a choice of normalisation for ΓA,

1
8 ε

abcd (ΓAC−1)ab (ΓBC−1)cd = ηAB . (3.57)

This allows Γ̄A to be defined by

(CΓ̄A)ab = −1
2 ε

abcd (ΓAC−1)cd , (3.58)
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since

0 = 5
4 δf

[e εabcd] (ΓAC−1)ab (ΓBC−1)cd

= 2 δf
e ηAB − (ΓAC−1)fb (CΓ̄B)be − (ΓBC−1)fd (CΓ̄A)de , (3.59)

verifying the Dirac algebra (3.26). For any six dimensional XA then equivalently we can
consider 4× 4 antisymmetric matrices given by

Xab = XA(ΓAC−1)ab , X̄ ab = XA(CΓ̄A)ab = −1
2 ε

abcdXcd , (3.60)

where
Pf(X ) ≡ 1

8 ε
abcdXabXcd = ηABX

AXB , (3.61)

with Pf denoting the Pfaffian, satisfying Pf(G X GT ) = detG Pf(X ). For XA coordinates on
the projective null cone then of course Pf(X ) = 0. The Minkowski space reality condition
requires

X̄ = BX ∗ B . (3.62)

In three dimensions, so that there are five 4× 4 matrices ΓA,

G ΓAC−1 GT = ΓBC−1GBA , G C−1 GT = C−1 , CT = −C , (ΓAC−1)T = −ΓAC−1 ,
(3.63)

where now ΓAC−1, C−1 form a basis for 4 × 4 antisymmetric matrices. The condition
G C−1 GT = C−1 then implies G ∈ Sp(4). In addition in this case

G = BC−1 G∗ CB , (CB)T = CB , (3.64)

which ensures that the representation is equivalent to a real representation, essentially
taking CB = 1, belonging to Sp(4,R), and hence SO(3, 2) ' Sp(4,R)/Z2, with dimension
10. Since ΓA = BC−1 ΓA

∗ CB the Gamma matrices are real if CB = 1.

4 Energy Momentum Tensor

In any local quantum field theory the energy momentum tensor plays an important role. In
an arbitrary CFT such a local field may not be present but if the CFT is derived from a
conformally invariant action then Noether’s theorem provides a construction of the energy
momentum tensor. To show this we assume an action S[ϕ] which is a local functional of
fundamental fields ϕ and various derivatives is conformally invariant so that for a conformal
Killing vector vµ there is an action δvϕ so that δvS[ϕ] = 0. Conformal primary fields
constructed in terms of ϕ then transform as in (2.48) or (2.52).

The energy momentum tensor can be constructed, using a version of Noether’s theorem,
by extending conformal transformations δvϕ so as to allow vµ to be unconstrained and also
ωv
µν → ωµν , σv → σ, for arbitrary ωµν(x) = −ωνµ(x), σ(x), so that (2.48) becomes

δv,ω,σφI = −vµ∂µφI − σ∆φI + 1
2 ω

µν(sµν)I
JφJ , (4.1)
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where ∆ may be a matrix. In this case we must have

δv,ω,σS[ϕ] =

∫
ddx

(
(∂µvν − ωµν − σ ηµν)Tµνc

+ (∂ρ ωµν − ∂µσ ηρν + ∂νσ ηρµ)Xρµν

+ (∂ρ∂νvµ − ηµρ ∂νσ − ηµν ∂ρσ + ηρν ∂µσ)Y µρν + ∂µ∂νσ Z
µν
)
,

Xρµν = −Xρνµ , Y µρν = Y µνρ , Zµν = Zνµ , (4.2)

since the right side vanishes when restricted to an infinitesimal conformal transformation
as a consequence of (2.11), (2.12), (2.5) and (2.6). The equations of motion are obtained
by requiring δS[φI ] = 0 for arbitrary δφI . Hence varying vµ, ωµν , σ independently gives

∂µT
µν
c = ∂ρ∂µY

νρµ ,

T [µν]
c = − ∂ρXρµν ,

ηµνT
µν
c = 2 ∂µX

ρµνηρν + 2 ∂µY
ρνµηρν − ∂µY µρνηρν + ∂µ∂νZ

µν , (4.3)

subject to φ satisfying its equations of motion. In general Tµνc , which may be regarded as the
canonical energy momentum tensor, is neither symmetric or traceless or indeed conserved
in general. However, defining

Tµν = Tµνc + ∂ρ
(
Xρµν −Xµρν −Xνρµ + Y ρµν − Y µνρ − Y νµρ

)
+DµνσρZσρ , (4.4)

with the differential operator

Dµνσρ =
1

d− 2

(
ηµ(σ∂ρ)∂ν + ην(σ∂ρ)∂µ − ηµ(σηρ)ν∂2 − ηµν∂σ∂ρ

)
− 1

(d− 2)(d− 1)

(
∂µ∂ν − ηµν∂2

)
ησρ , (4.5)

which is constructed to satisfy ∂µDµνσρ = 0 and ηµνDµνσρ = −∂σ∂ρ, ensures, subject to
the equations of motion,

∂µT
µν = 0 , T [µν] = 0 , ηµνT

µν = 0 . (4.6)

In a CFT taking Tµν as the energy momentum tensor ensures that it is symmetric and trace-
less as well as conserved, the additional contributions involving X,Y, Z are ‘improvement’
terms. With the improvement (4.4), (4.2) becomes

δv,ω,σS[φI ] =

∫
ddx (∂µvν − ωµν − σ ηµν)Tµν , (4.7)

which directly implies (4.6) subject to the equations of motion.

For any conformal Killing vector satisfying (2.3), (4.6) implies that there is an associated
conserved current

Jµv = Tµνvν ⇒ ∂µJ
µ
v = Tµν∂µvν = 0 . (4.8)

An alternative prescription for determining the energy momentum tensor is possible if
the theory is extended to an arbitrary curved background with metric gµν so that S[ϕ] →
S[ϕ, gµν ]. In this case we may define a symmetric energy momentum tensor by

Tµν = 2
1√
−g

δ

δgµν
S[ϕ, gρτ ] . (4.9)
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Invariance under diffeomorphisms, δvϕ = −Lvϕ, δvgµν = ∇µvν +∇νvµ, for Lv an appropri-
ate Lie derivative, requires∫

ddx

(
− Lvϕ

δ

δϕ
+ (∇µvν +∇νvµ)

δ

δgµν

)
S[ϕ, gρτ ] = 0 . (4.10)

Varying v ensures conservation
∇µTµν = 0 , (4.11)

up to terms which vanish on the equations of motion. For Weyl invariant theories S is
invariant under local Weyl rescalings of the metric so that S[e−σ∆ϕ, e2σgµν ] = S[ϕ, gµν ].
Infinitesimally ∫

ddxσ

(
−∆ϕϕ

δ

δϕ
+ 2 gµν

δ

δgµν

)
S[ϕ, gρτ ] = 0 , (4.12)

which implies by varying σ
gµν T

µν = 0 , (4.13)

so long as φ satisfies the equations of motion. If (4.12) holds up to contributions involving
two derivatives of σ then these can generally be removed, so as to restore (4.12), by adding
appropriate curvature dependent contributions to S.

Weyl invariant theories reduce to CFTs on flat space since for conformal Killing vectors
the metric variation can be eliminated between (4.10) and (4.12)

∇µvν +∇νvµ = 2σ gµν ⇒
∫

ddx
(
− Lvϕ+ σ∆ϕ ϕ

) δ
δϕ

S[ϕ, gµν ] = 0 . (4.14)

Reduced to flat space, gµν = ηµν , this ensures that S is conformally invariant.

For a free scalar field ϕ with ∆ϕ = 1
2(d − 2) then the extension of (4.29) to a Weyl

invariant action on curved space has the form

S[ϕ, gµν ] = −
∫

ddx
√
−g 1

2

(
∂µϕ∂µϕ+ d−2

4(d−1) Rϕ
2
)
, (4.15)

with R the scalar curvature. Under a Weyl rescaling gµν → e2σgµν ,
√
−g → edσ

√
−g, then

R→ e−2σ(R− 2(d− 1)∇2σ − (d− 1)(d− 2) ∂µσ∂µσ) and, for ϕ→ e−
1
2

(d−2)σϕ,

∂µϕ∂µϕ→ e−dσ
(
∂µϕ∂µϕ+ 1

2(d− 2)
(
∇2σ ϕ2 −∇µ(∂µσ ϕ2)

)
+ 1

4(d− 2)2 ∂µσ∂µσ ϕ
2
)
,

(4.16)

which is sufficient to verify the invariance of S in (4.15). For variations of the metric
δg
√
−g = 1

2 g
µνδgµν

√
−g, δgR = (∇µ∇ν − gµν∇2−Rµν)δgµν and it is easy to see that (4.9)

for S given by (4.15) gives an identical result to (4.31) for the energy momentum tensor on
reduction to flat space.

If the theory defined by S[ϕ] on flat space is just scale invariant, in addition to invariance
under translations and rotations or Lorentz transformations, then it is necessary to restrict
σ in (2.3) to be just a constant, so that in (2.9) bµ = 0. In such a case (4.2) is relaxed to

δv,ω,σS[ϕ]Scale = δv,ω,σS[ϕ]−
∫

ddx ∂µσ V
µ , (4.17)
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for some vector field V µ termed the virial current and where in (4.2) we set Y µρν = Zµν = 0.
The trace condition now becomes

ηµνT
µν = ∂µV

µ . (4.18)

In this case there is a conserved current associated with scale transformations

JµScale = Tµνxν − V µ , (4.19)

but no associated current associated with special conformal transformations. If

V µ = ∂νL
µν , Lµν = Lνµ . (4.20)

then (4.17) becomes equivalent to (4.2) with now Zµν = Lµν so that

Tµνimproved = Tµν +DµνσρLσρ , (4.21)

with Dµνσρ defined in (4.5), is an improved conserved traceless energy momentum tensor
and scale invariance extends to the full conformal group.

4.1 Ward Identities

In a CFT correlation functions involving the energy momentum tensor 〈Tµν(x) . . . 〉 satisfy
Ward identities. In two dimensional CFTs the energy momentum tensor, when Tµν(x) →
T (z) = Tzz(x), T̄ (z̄) = Tz̄z̄(x), 〈T (z)X〉 and 〈T̄ (z̄)X〉 are fully determined in terms of 〈X〉
by the extended Virasoro identities for any X which is a product of conformal primary fields.
However for d > 2 Ward identities still provide constraints without determining 〈Tµν(x) . . . 〉
completely although the identities do give a precise prescription for the normalisation of
Tµν .

In a Lagrangian theory the correlation functions are determined by functional integrals,
continuing here to a Euclidean metric (the Minkowski identities are obtained by letting
δd(x− y)→ i δd(x− y)), 〈

φI(x) . . .
〉

=

∫
d[ϕ] eS φI(x) . . . , (4.22)

We assume that the functional measure is invariant under δv,ω,σϕ (of course classical con-
formal invariance of S is generally broken by quantum anomalies but here we assume the
theory is at a fixed point) and then considering variations as in (4.1) and (4.7) we have the
identity∫

ddx
(
∂µvν(x)− ωµν(x)− σ(x) ηµν

)〈
Tµν(x)φI(y) . . .

〉
+
〈
δv,ω,σφI(y) . . .

〉
= 0 . (4.23)

Varying v, ω, σ gives three independent Ward identities

∂xµ
〈
Tµν(x)φI(y) . . .

〉
= −δd(x− y) ∂y

ν
〈
φI(y) . . .

〉
,〈

T [µν](x)φI(y) . . .
〉

= δd(x− y) 1
2(sµν)I

J
〈
φJ(y) . . .

〉
,

ηµν
〈
Tµν(x)φI(y) . . .

〉
= −∆ δd(x− y)

〈
φI(y) . . .

〉
. (4.24)
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However Ward identities involving the energy momentum tensor are not unique since
Tµν(x)φI(y) is arbitrary, as a result of Tµν having dimension d, up to contact terms pro-
portional to δd(x− y). Letting

Tµν(x)φI(y)→ Tµν(x)φI(y) + δd(x− y)
(

1
2(sµν)I

J − (Xµν)I
J
)
φJ(y) , (4.25)

for some (Xµν)I
J = (Xνµ)I

J satisfying [Xµν , 1
2 ω

σρsσρ] = ωµλX
λν+ωνλX

µλ, requiring then
ηµν(Xµν)I

J = X δI
J . With the change (4.25), (4.24) becomes

∂xµ
〈
Tµν(x)φI(y) . . .

〉
= − δd(x− y) ∂y

ν
〈
φI(y) . . .

〉
− ∂xµδd(x− y)

(
1
2(sµν)I

J − (Xµν)I
J
)〈
φJ(y) . . .

〉
,

ηµν
〈
Tµν(x)φI(y) . . .

〉
= (X −∆) δd(x− y)

〈
φI(y) . . .

〉
, (4.26)

with T [µν] = 0 including contact terms. The freedom arising from the choice of (Xµν)I
J

can be used to recast the Ward identities in various different forms. For scalars taking
Xµν = ηµν we get

∂xµ
〈
Tµν(x)φ(y) . . .

〉
= ∂x

νδd(x− y)
〈
φ(x) . . .

〉
,

ηµν
〈
Tµν(x)φ(y) . . .

〉
= (d−∆) δd(x− y)

〈
φ(y) . . .

〉
, (4.27)

and for vectors if (Xµν)ρ
λ = ηµνδρ

λ − 1
2(ηµλδρ

ν + ηνλδρ
µ) (4.26) simplifies to

∂xµ
〈
Tµν(x)Vρ(y) . . .

〉
= ∂x

νδd(x− y)
〈
Vρ(x) . . .

〉
− δρν ∂xλδd(x− y)

〈
Vλ(x) . . .

〉
,

ηµν
〈
Tµν(x)Vρ(y) . . .

〉
= (d− 1−∆) δd(x− y)

〈
Vρ(y) . . .

〉
. (4.28)

(4.27) and (4.28) are the Ward identities obtained starting from curved space with the
definition (4.9) and considering diffeomorphisms and Weyl scale transformations δgµν =
∇µvν +∇νvµ + 2σ gµν and extending (4.10), (4.12) to include sources or couplings dual to
φI . In (4.28) the trace identity vanishes if Vρ is conserved so that ∆ = d− 1.

4.2 Free Fields

As an illustration of the construction of the energy momentum tensor we consider a free
spinless scalar field with an action

Sϕ[ϕ] = −
∫

ddx 1
2 ∂

µϕ∂µϕ , ∆ϕ = 1
2(d− 2) . (4.29)

Under transformations of ϕ as in (4.1) the variation of S can be expressed in the form (4.2)
with

Tµνϕ,c = ∂µϕ∂νϕ− 1
2 η

µν ∂ρϕ∂ρϕ , Zµνϕ = −1
2(d− 2) ηµνϕ2 . (4.30)

The construction (4.4) then gives for the free scalar field

Tµνϕ = ∂µϕ∂νϕ− 1
2 η

µν ∂ρϕ∂ρϕ−
d− 2

4(d− 1)

(
∂µ∂ν − ηµν ∂2

)
ϕ2 , (4.31)
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from which it is easy to verify

∂µT
µν
ϕ = ∂2ϕ∂νϕ , ηµνT

µν
ϕ = 1

2(d− 2) ∂2ϕϕ , (4.32)

which of course vanish when ∂2ϕ = 0.

A less trivial example is the higher derivative non unitary scalar theory with an action

Sϕ,4[ϕ] = −
∫

ddx 1
2 ∂

2ϕ∂2ϕ , ∆ϕ = 1
2(d− 4) . (4.33)

In this case, using ∂µϕ∂
2ϕ = ∂ρ(∂µϕ∂ρϕ)− 1

2 ∂µ(∂ρϕ∂ρϕ),

Tµνϕ,4,c = 2 ∂µ∂νϕ∂2ϕ− 1
2 η

µν ∂2ϕ∂2ϕ , Y µρν
ϕ,4 = ηρν ∂µϕ∂2ϕ ,

Zµνϕ,4 = 2 ∂µϕ∂νϕ− ηµν ∂ρϕ∂ρϕ+ 1
2(d− 4) ηµν ∂2ϕϕ . (4.34)

From (4.4)

Tµνϕ,4 = 2 ∂µ∂νϕ∂2ϕ− 1
2 η

µν ∂2ϕ∂2ϕ− ∂µ(∂νϕ∂2ϕ)− ∂ν(∂µϕ∂2ϕ) + ηµν ∂ρ(∂
ρϕ∂2ϕ)

+ 2Dµνσρ
(
∂σϕ∂ρϕ

)
− 1

d− 1
(∂µ∂ν − ηµν∂2)

(
∂ρϕ∂ρϕ− 1

2(d− 4) ∂2ϕϕ
)
, (4.35)

and then
∂µT

µν
ϕ,4 = −∂2∂2ϕ∂νϕ , ηµνT

µν
ϕ,4 = −1

2(d− 4) ∂2∂2ϕϕ , (4.36)

with ∂2∂2ϕ = 0 the equation of motion.

Free fermions also provide an example of a CFT for any dimension d. In this case we
take

Sψ[ψ, ψ̄] = −
∫

ddx ψ̄ γ̄µ∂µψ , ∆ψ = ∆ψ̄ = 1
2(d− 1) , (4.37)

where ψ, ψ̄ transform as in (2.59). Extending (2.59) as in (4.1) then the variation of S,
using (2.57), is in the form (4.2) with

Tµνψ,c = ψ̄ γ̄µ∂νψ − ηµν ψ̄ γ̄ · ∂ ψ , Xρµν
ψ = −1

2 ψ̄ γ̄
ρsµν ψ . (4.38)

Since now Xρµν
ψ − Xµρν

ψ − Xνρµ
ψ = −1

4 ψ̄
(
γ̄ρsµν + s̄µν γ̄ρ

)
ψ − 1

2 η
ρν ψ̄ γ̄µ ψ + 1

2 η
µν ψ̄ γ̄ρ ψ it

follows that (4.4) gives

Tµνψ = 1
2 ψ̄
(
γ̄µ
←→
∂ ν + γ̄ν

←→
∂ µ
)
ψ − ηµν ψ̄ γ̄ ·

←→
∂ ψ − 1

2 ψ̄
(
γ̄ ·
←−
∂ sµν + s̄µν γ̄ · ∂

)
ψ , (4.39)

for
←→
∂ = 1

2

(
∂ −
←−
∂
)
. The last term, antisymmetric in µ, ν, vanishes on the equations of

motion. From (4.39)

∂µT
µν
ψ = ψ̄

(
γ̄ ·
←−
∂ ∂ν −

←−
∂ν γ̄ · ∂

)
ψ , ηµνT

µν
ψ = −(d− 1) ψ̄ γ̄ ·

←→
∂ ψ . (4.40)

In d = 2n dimensions free conformal field theories are obtained in terms of (n−1)-forms
Aµ1...µn−1 with an action

SA[A] = −
∫

d2nx
1

2n!
Fµ1...µnFµ1...µn , Fµ1...µn = n∂[µ1Aµ2...µn] , ∆A = n− 1 . (4.41)
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(4.1) becomes δv,ω,σAµ1...µn−1 = −
(
vµ∂µ + (n− 1)σ

)
Aµ1...µn−1 − (n− 1)ω[µ1

ρAρµ2...µn−1] and
in (4.2)

TµνA,c = 1
(n−1)! F

µµ1...µn−1∂νAµ1...µn−1 − 1
2n! η

µν Fµ1...µnFµ1...µn ,

Xρµν
A = 1

2(n−2)!

(
F ρµµ1...µn−2Aνµ1...µn−2 − F ρνµ1...µn−2Aµµ1...µn−2

)
. (4.42)

Since Xρµν
A −Xµρν

A −Xνρµ
A = 1

(n−2)! F
ρµµ1...µn−2Aνµ1...µn−2 (4.4) gives

TµνA = 1
(n−1)!

(
Fµµ1...µn−1F νµ1...µn−1 − 1

2n η
µν Fµ1...µnFµ1...µn

)
+ 1

(n−2)! ∂ρF
ρµµ1...µn−2Aνµ1...µn−2 . (4.43)

The last term vanishes subject to the equations of motion, ∂ρF
ρµ1...µn−1 = 0, leaving then

a symmetric traceless energy momentum tensor. From (4.43)

∂µT
µν
A =

1

(n− 1)!
∂µF

µµ1...µn−1 ∂νAµ1...µn−1 , ηµνT
µν
A =

1

(n− 2)!
∂µF

µµ1...µn−1Aµ1...µn−1 .

(4.44)

4.3 Two Point Function

The energy momentum tensor is present as a conformal primary in all local CFTs. The
correlation functions involving Tµν are then of critical interest. The two point function is
determined by conformal invariance as in (2.83) which here takes the form

Sd
2
〈
Tµν(x)Tσρ(0)

〉
= CT

1

(x2)d
Iµν,σρ(x) , (4.45)

for the inversion tensor in this case given by

Iµν,σρ(x) = 1
2

(
Iµσ(x)Iνρ(x) + Iµρ(x)Iνσ(x)

)
− 1

d
δµν δσρ , (4.46)

where Iµσ is defined in (2.27). The coefficient CT in (4.45) is an intrinsic property of the
CFT since the normalisation is prescribed by requiring the Ward identity (4.26). In (4.45)

Sd =
2π

1
2
d

Γ(1
2d)

, (4.47)

with the factor on the left hand side introduced for later convenience.

For free scalar fields the basic two point function determined by (4.29) is〈
ϕ(x)ϕ(0)

〉
=

1

(d− 2)Sd

1

(x2)
1
2

(d−2)
. (4.48)

Since ϕ2 is a conformal primary it follows that 〈Tµνϕ (x) ∂σ∂ρϕ2(0)〉 = 0. To calculate (4.45)
it is therefore sufficient to evaluate 〈Tµνϕ (x) ∂σϕ∂ρϕ(0)〉 with Tµνϕ given by (4.31) and also
taking ∂2ϕ = 0. This gives in this case

CT,ϕ =
d

d− 1
. (4.49)
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For free fermions then from (4.37)〈
ψ(x) ψ̄(0)

〉
=

1

Sd

γ̄ · x
(x2)

1
2
d
, (4.50)

and (4.39) gives〈
Tµνψ (x)T σρψ (y)

〉
= −tr

(
γ(µ←→∂xν) γ̄ · (x− y)(

(x− y)2
) 1

2
d
γ(σ←→∂yρ) γ̄ · (y − x)(

(y − x)2
) 1

2
d

)
. (4.51)

Hence
CT,ψ = 1

2 d tr(1) , tr(1) = 2n−1 for d = 2n or d = 2n− 1 , (4.52)

with the even dimensional case corresponding to chiral, or equivalently Weyl, fermions.

The theory of free (n − 1)-forms in (2n)-dimensions with an action (4.41) is a gauge
theory and it is necessary to fix the gauge. In a Feynman type gauge

SA[A]→ − 1

2(n− 1)!

∫
d2nx ∂λAµ1...µn−1 ∂λAµ1...µn−1 , (4.53)

so that 〈
Aµ1...µn−1(x)Aν1...νn−1(0)

〉
=

(n− 2)!

2S2n

1

(x2)n−1
δ[µ1

ν1 . . . δ
µn−1]

νn−1 . (4.54)

Then, with F defined in (4.41), the two point function for F , which is gauge independent,
is given by 〈

Fµ1...µn(x)Fν1...νn(0)
〉

=
nn!

S2n

1

(x2)n
I [µ1

ν1(x) . . . Iµn]
νn(x) . (4.55)

This has the expected form according to (2.83) for Fµ1...µn a conformal primary. Using
(4.55) with the expression (4.43) for the energy momentum tensor and using the identity
a[µ b[ν δ

µ1
µ1 . . . δ

µn−1]
µn−1] =

(
aµbν (d−n)+δµν a ·b (n−1)

)
(d−2)(d−3) . . . (d−n+1)/(nn!)

for d = 2n then

CT,A =
2n2(2n− 2)!

(n− 1)!2
. (4.56)

For n = 1 this coincides with the result for a free scalar as expected. The results (4.49),
(4.52) were obtained in [13] and (4.56) in [14].

In four dimensions then for nS free scalars, nW Weyl fermions and nA gauge vector
fields

CT = 4
3 nS + 4nW + 16nA . (4.57)

For the higher derivative theory defined by (4.33) the two point function for the scalar
field is now 〈

ϕ(x)ϕ(0)
〉

=
1

2(d− 4)(d− 2)Sd

1

(x2)
1
2

(d−4)
. (4.58)

Using the expression for the energy momentum tensor in (4.35) (it is useful to note that
∂µ(∂νϕ∂2ϕ) = ∂µ∂σ(∂νϕ∂σϕ)− 1

2 ∂
µ∂ν(∂σϕ∂

σϕ)) determining the energy momentum ten-
sor two point function can be reduced to calculating〈

T µν
ϕ,4(x)T σρ

ϕ,4(0)
〉

=
〈
T µν
ϕ,4(x) 2 ∂σ∂ρϕ∂2ϕ(0)

〉
, (4.59)
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since, as Tµνϕ,4 is a conformal primary, derivatives of lower dimension conformal primaries

in T σρϕ,4 can be dropped and also contributions involving ∂2∂2ϕ vanish at non coincident
points. The result is in accord with (4.45) with

CT,ϕ,4 = − 2d(d+ 4)

(d− 2)(d− 1)
. (4.60)

The negative sign reflects the fact that the theory defined by (4.33) is non unitary, it also
fails to give a well defined energy momentum tensor when d = 2.

5 Operators and States

In a quantum field theory the fields are operators and the symmetry generators also become
operators obeying the appropriate Lie algebra. For the conformal group as O(d + 1, 1) or
O(d, 2) the Lie algebra generators belong to so(d + 1, 1) or so(d, 2), which has dimension
1
2(d+ 1)(d+ 2) and a basis MAB = −MBA. For a scalar Φ(X) the generators act as[

MAB,Φ(X)
]

= LABΦ(X) . (5.1)

with LAB defined in (3.23). (5.1) implies the Lie algebra[
MAB,MCD

]
= ηACMBD − ηBCMAD − ηADMBC + ηBDMAC . (5.2)

The generators MAB can be decomposed as

A
↓
B→ ν d+1 d+2

[MAB] =

µ

d+1

d+2

 Mµν −1
2(Pµ +Kµ) 1

2(Pµ −Kµ)
1
2(Pν +Kν) 0 −D
−1

2(Pν −Kν) D 0

 , (5.3)

or

M−µ = −Mµ− = 1
2 Pµ , M+µ = −Mµ+ = 1

2 Kµ , M+− = −M−+ = 1
2 D , (5.4)

so that the algebra (5.2) then gives, using η+− = η−+ = 1
2 ,[

Mµν ,Mρτ

]
= ηµρMντ − ηνρMµτ − ηµτ Mνρ + ηντ Mµρ , (5.5)

which is just the Lie algebra for so(d) or so(d− 1, 1), and[
Mµν ,M±ρ

]
= ηµρM±ν − ηνρM±µ ,

[
Mµν ,M+−

]
= 0 ,[

M+−,M∓µ
]

= ± 1
2 M∓µ ,

[
M+µ,M−ν

]
= ηµνM+− + 1

2 Mµν , (5.6)

or [
Mµν , Pρ

]
= ηµρ Pν − ηνρ Pµ ,

[
Mµν ,Kρ

]
= ηµρKν − ηνρKµ ,

[
Mµν , D

]
= 0 ,[

D,Pµ
]

= Pµ ,
[
D,Kµ

]
= −Kµ ,

[
Kµ, Pν

]
= 2 ηµν D + 2Mµν . (5.7)
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In applications an important role is played by Casimir operators, most significantly the
quadratic Casimir

C2 = −1
2 MABM

AB = −1
2 MµνM

µν − PµKµ +D(D − d) . (5.8)

This of course commutes with all conformal generators. With the representation (3.27) and
the decomposition (5.3) we may write

− 1
2 ΓAΓ̄BMAB =

(
sµνMµν + 1D γµPµ
−γ̄µKµ s̄µνMµν + 1̄D

)
. (5.9)

The action of the conformal group generators on conformal primary fields φI may be
decomposed as[

Mµν , φI(x)
]

= LµνφI(x)− (sµν)I
JφJ(x) ,

[
D,φI(x)

]
= (x · ∂ + ∆)φI(x) ,[

Pµ, φI(x)
]

= ∂µφI(x) ,[
Kµ, φI(x)

]
=
(
− x2∂µ + 2xµ x · ∂ + 2 ∆xµ

)
φI(x)− 2xν(sµν)I

JφJ(x) . (5.10)

Under finite scale transformations

eλDφI(x) e−λD = eλ∆φI(e
λx) . (5.11)

For the conjugate field φ̄Ī[
Mµν , φ̄I(x)

]
= Lµν φ̄I(x) + φ̄J̄(x) (s̄µν)J̄ Ī ,

[
D, φ̄Ī(x)

]
= (x · ∂ + ∆)φ̄Ī(x) ,[

Pµ, φ̄Ī(x)
]

= ∂µφ̄Ī(x) ,[
Kµ, φ̄Ī(x)

]
=
(
− x2∂µ + 2xµ x · ∂ + 2 ∆xµ

)
φ̄Ī(x) + φ̄J̄(x) (s̄µν)J̄ Ī 2xν . (5.12)

Although in general inversion is not a symmetry in CFTs we may use the inversion
tensor to define a dual or conjugate field by

φ̃Ī(x) = (x2)−∆ I ĪI(x)φI(x/x
2) , ˜̄φI(x) = (x2)−∆ φ̄Ī(x/x

2) I ĪI(x) , (5.13)

where I ĪI(x) is the inverse of IIĪ(x/x2) = IIĪ(x). From (2.84)

xµ∂µ I ĪI(x) = 0 , Lµν I
ĪI(x) = (s̄µν)Ī J̄ I J̄I(x)− I ĪJ(x) (sµν)J

I ,

x2∂µ I ĪI(x) = − 2xν(s̄µν)Ī J̄ I J̄I(x) = I ĪJ(x) (sµν)J
I 2xν , (5.14)

so that[
Mµν , φ̃

Ī(x)
]

= Lµν φ̃
Ī(x)− (s̄µν)Ī J̄ φ̃

J̄(x) ,
[
D, φ̃Ī(x)

]
= −(x · ∂ + ∆)φ̃Ī(x) ,[

Pµ, φ̃
I(x)

]
=
(
x2∂µ − 2xµ x · ∂ − 2 ∆xµ

)
φ̃I(x) + 2xν (s̄µν)Ī J̄ φ̃

J̄(x) ,[
Kµ, φ̃

Ī(x)
]

= − ∂µφ̃Ī(x) , (5.15)

with similar results for ˜̄φI .
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For any CFT there is a correspondence between conformal primary fields and states.
For the field φ̄Ī the associated state is defined by the ket vector

|φ̄Ī〉 = φ̄Ī(0)|0〉 , (5.16)

and then from (5.12)

D|φ̄Ī〉 = ∆|φ̄Ī〉 , Mµν |φ̄Ī〉 = |φ̄J̄〉 (s̄µν)J̄ Ī , Kµ|φ̄Ī〉 = 0 . (5.17)

For any such conformal primary the associated infinite dimensional representation space is
the Verma module, in integer d dimensions, defined in this case by

V∆,R = span
{∏d

µ=1 Pµ
nµ |φ̄Ī〉 : nµ = 0, 1, . . .

}
. (5.18)

Here R labels the spin representation in d dimensions to which φ̄Ī belongs. The states in
the basis in (5.18), for nµ > 0 for some µ, are the descendants of the conformal primary
with

∑
µ nµ the level. The module V∆,R is obviously closed under the action of Pµ and the

action of the conformal generators D, Mµν , Kµ on any state in V∆,R is determined using
the commutators (5.7) and (5.17). Thus at level N all states have scale dimension ∆ +N .
Assuming the spin representation is irreducible so that

− 1
2 MµνM

µν |φ̄Ī〉 = CR |φ̄Ī〉 , (5.19)

then for the Casimir operator in (5.8) all states in the Verma module have the same eigen-
value so that

C2 V∆,R = C(∆, R)V∆,R , C(∆, R) = ∆(∆− d) + CR . (5.20)

Corresponding to (5.16) there is then an associated dual bra vector given by

〈φ̃Ī | = 〈0|φ̃Ī(0) , (5.21)

where taking the limit x → 0 is well defined in the Euclidean regime. With the definition
(5.21)

〈φ̃I |D = ∆ 〈φ̃I | , 〈φ̃I |Mµν = (s̄µν)Ī J̄ 〈φ̃J̄ | , 〈φ̃I |Pµ = 0 , (5.22)

which define a dual conformal primary. The corresponding dual Verma module is then given
by

V̄∆,R = span
{∏d

µ=1 〈φ̃
Ī |Kµ

nµ : nµ = 0, 1, . . .
}
. (5.23)

The two point function (2.83) determines a scalar product so that

〈φ̃Ī |φ̄J̄〉 ≡
〈
φ̃Ī(0) φ̄J̄(0)

〉
= δĪJ̄ . (5.24)

This can be extended to all descendants defining a scalar product on V̄∆,R×V∆,R assuming

Kµ
† = Pµ , D† = D , Mµν

† = −Mµν . (5.25)

which requires the spin matrices sµν , s̄µν to be anti-hermitian. These hermeticity conditions
in (2.54) are of course consistent with the commutation relations (5.5) and (5.7).

For scalar fields the two point function for φ and its dual becomes〈
φ̃(x)φ(y)

〉
=

1

(1 + x2 y2 − 2x · y)∆
, (5.26)

which reduces to (5.24) for x, y → 0.
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5.1 Conformal Generators in a Spinorial Basis

In subsection 2.6 it was shown how for d = 3, 4, 5, 6 the spin generators belonging to
so(d− 1, 1), or so(d), may be expressed in equivalent spinorial bases in each case using the
special properties of the Dirac matrices for the particular dimension. Here we extend these
results to the conformal generators satisfying (5.5) and (5.7).

In three dimensions we may re-express Mµν , Pµ,Kµ by writing

Mα
β = Mµν (sµν)α

β ,

Pαβ = Pβα = 1
2 Pµ (γµC−1)αβ , Kαβ = Kβα = 1

2 Kµ (Cγµ)αβ . (5.27)

Using completeness conditions in the form

(Cγµ)γδ (γµC
−1)αβ = δα

γ δβ
δ + δβ

γ δα
δ , −C−1

αβ C
γδ = δα

γ δβ
δ − δβγ δαδ , (5.28)

and Mµν = −Mα
β(sµν)β

α then (5.5), (5.7) are equivalent to[
Mα

β,Mγ
δ
]

= δγ
βMα

δ − δαδMγ
β ,

[
Mα

β, Pγδ
]

= δγ
βPαδ + δδ

βPγα − δαβPγδ ,[
Mα

β,Kγδ
]

= − δαγKβδ − δαδKγβ + δα
βKγδ ,

[
D,Pαβ

]
= Pαβ ,

[
D,Kαβ

]
= −Kαβ ,[

Kγδ, Pαβ
]

= δ(α
γδβ)

δD + δ(α
(γMβ)

δ) , (5.29)

which extends (2.108). For a Euclidean metric sµν
† = −sµν , (Cγµ)† = γµC

−1 then, corre-
sponding to (5.25), the hermeticity conditions in this spinorial basis become

Kαβ† = Pαβ , Mα
β† = Mβ

α , D† = D . (5.30)

For a = (α, α′), b = (β, β′) the conformal generators are expressible as a 4× 4 matrix

[
Ma

b
]

=

(
Mα

β + δα
β D 2Pαβ′

−2Kα′β Mα′
β′ − δα

′
β′ D

)
, Mα

β = −Mβ
α , (5.31)

which satisfies

Mab =Ma
c C−1

cb =Mba , Mab = CacMc
b =Mba , (5.32)

for [
C−1

ab

]
=

(
0 δα

β′

−δα′β 0

)
,

[
Cab
]

=

(
0 −δαβ′
δα′

β 0

)
. (5.33)

The commutation relations (5.29) are then equivalent to[
Ma

b,Mc
d
]

= δc
bMa

d − δadMc
b + CbdMac + C−1

acMbd . (5.34)

This defines the Lie algebra for sp(4).

In four dimensions we may define

Mα
β = 1

2Mµν (sµν)α
β , M̄ α̇

β̇ = 1
2 Mµν (s̄µν)α̇β̇ ,

Pαβ̇ = 1
2 Pµ(γµ)αβ̇ , Kα̇β = 1

2 Kµ(γ̄µ)α̇β . (5.35)
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Using (2.113) as well as

(γµ)αα̇ (γ̄µ)β̇β = 2 δα
β δβ̇α̇ , (5.36)

the non zero commutators in this spinorial basis which follow from (5.5), (5.7) are then[
Mα

β,Mγ
δ
]

= δγ
βMα

δ − δαδMγ
β ,

[
M̄ α̇

β̇, M̄
γ̇
δ̇

]
= −δα̇δ̇ M̄ γ̇

β̇ + δγ̇β̇ M̄
α̇
δ̇ ,[

Mα
β, Pγγ̇

]
= δγ

βPαγ̇ − 1
2 δα

βPγγ̇ ,
[
Mα

β,K γ̇γ
]

= −δαγK γ̇β + 1
2 δα

βK γ̇γ ,[
M̄ α̇

β̇, Pγγ̇
]

= − δα̇γ̇ Pγβ̇ + 1
2 δ

α̇
β̇ Pγγ̇ ,

[
M̄ α̇

β̇,K
γ̇γ
]

= δγ̇β̇K
α̇γ − 1

2 δ
α̇
β̇K

γ̇γ ,[
D,Pαβ̇

]
= Pαβ̇ ,

[
D,Kα̇β

]
= −Kα̇β , (5.37)

as well as [
Kα̇β, Pαβ̇

]
= δα

βδα̇β̇ D + δα̇β̇Mα
β − δαβ M̄ α̇

β̇ . (5.38)

Corresponding to (5.25) the hermeticity conditions in this spinorial basis, with for a Eu-
clidean metric (sµν)† = −sµν , γµ† = γ̄µ , become

Kα̇β† = Pβα̇ , Mα
β† = Mβ

α , M̄ α̇
β̇
† = M̄ β̇

α̇ , D† = D . (5.39)

Defining

[
Ma

b
]

=

(
Mα

β + 1
2 δα

β D Pαβ̇

−Kα̇β M̄ α̇
β̇ − 1

2 δ
α̇
β̇ D

)
,

[
δa
b
]

=

(
δα
β 0

0 δα̇β̇

)
, (5.40)

where a = (α, α̇), b = (β, β̇), then the commutators (5.37), (5.38) are equivalent to[
Ma

b,Mc
d
]

= δc
bMa

d − δadMc
b . (5.41)

This defines the Lie algebra sl4, which is therefore equivalent to (5.2) in this case.

In six dimensions from (2.102) the six matrices Cγ̄µ, γµC
−1 form a dual basis for anti-

symmetric 4× 4 matrices with the completeness relation

− 1
2 (Cγ̄µ)γδ (γµC

−1)αβ = δα
γ δβ

δ − δβγ δαδ . (5.42)

The spinorial basis for the conformal generators is given by

Mα
β = 1

2 Mµν (sµν)α
β ,

Pαβ = − Pβα = 1
2 Pµ (γµC−1)αβ , Kαβ = −Kβα = −1

2 Kµ (Cγ̄µ)αβ . (5.43)

Using Mµν = −Mα
β(sµν)β

α then (5.5), (5.7) are equivalent in this case to[
Mα

β,Mγ
δ
]

= δγ
βMα

δ − δαδMγ
β ,

[
Mα

β, Pγδ
]

= δγ
βPαδ + δδ

βPγα − 1
2 δα

βPγδ ,[
Mα

β,Kγδ
]

= − δαγKβδ − δαδKγβ + 1
2 δα

βKγδ ,
[
D,Pαβ

]
= Pαβ ,

[
D,Kαβ

]
= −Kαβ ,[

Kγδ, Pαβ
]

= 2 δ[α
γδβ]

δD + 4 δ[α
[γMβ]

δ] . (5.44)

The hermeticity conditions are identical to (5.30)
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In a similar fashion to three dimensions, but interchanging symmetric and antisymmet-
ric, the conformal generators can be encoded in terms of an 8× 8 matrix

[
Ma

b
]

=

(
Mα

β + 1
2 δα

β D Pαβ′

Kα′β Mα′
β′ − 1

2 δ
α′
β′ D

)
, Mα

β = −Mβ
α , (5.45)

which satisfies

Mab = (MC−1)ab = −Mba , Mab = (CM)ab = −Mba , (5.46)

for [
C−1

ab

]
=

(
0 δα

β′

δα
′
β 0

)
,

[
Cab
]

=

(
0 δαβ′

δα′
β 0

)
. (5.47)

The commutation relations (5.44) are then equivalent to[
Ma

b,Mc
d
]

= δc
bMa

d − δadMc
b − CbdMac − C−1

acMbd , (5.48)

or [
Mab,Mcd

]
= −C−1

acMbd + C−1
bcMad + C−1

adMbc − C−1
bdMac . (5.49)

This is just the standard form for the Lie algebra of so(8) albeit in a spinorial basis, which
is a reflection of SO(8) triality, the vector and the two chiral spinor representations each
have dimension 8.

In five dimensions (Cγµ, C), (γµC
−1, C−1) form a dual basis of antisymmetric matrices

with the completeness relations

−1
2

(
(Cγµ)γδ (γµC

−1)αβ + Cγδ C−1
αβ

)
= δα

γ δβ
δ − δβγ δαδ , (5.50)

implying −1
2

(
(γµ)γ

δ (γµ)α
β + δγ

δ δα
β
)

= C−1
γαC

δβ − δγβ δαδ, and also

(γµC−1)[αβ (γνC−1)γδ] = λ ηµνεαβγδ , C−1
[αβ C

−1
γδ] = −λ εαβγδ ,

(γµC−1)[αβ (C−1)γδ] = 0 , (5.51)

where λ = −1
3 Pf(C−1), with the Pfaffian here defined just as in (3.61). The generators in

a spinorial basis are given by

Mα
β = Mµν (sµν)α

β , (CMC−1)αβ = −Mβ
α ,

Pαβ = − Pβα = 1
2 Pµ (γµC−1)αβ , Kαβ = −Kβα = −1

2 Kµ (Cγµ)αβ , (5.52)

with commutators[
Mα

β,Mγ
δ
]

= δγ
βMα

δ − δαδMγ
β + Cβδ (MC−1)αγ + C−1

αγ (CM)βδ ,[
Mα

β, Pγδ
]

= δγ
βPαδ + δδ

βPγα − C−1
αδ (CP )βγ + C−1

αγ (CP )βδ ,[
Mα

β, Kγδ
]

= − δαγKβδ − δαδKγβ + Cβδ (KC−1)γα − Cβγ (KC−1)δα ,[
D,Pαβ

]
= Pαβ ,

[
D,Kαβ

]
= −Kαβ ,[

Kγδ, Pαβ
]

= 2
(
δ[α

γδβ]
δ + 1

4 C
−1
αβ C

γδ
)
D + 2 δ[α

[γMβ]
δ] . (5.53)
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5.2 Positivity

For unitary representations of conformal symmetry it is necessary that the norm of all
descendants in the Verma module V∆,R defined in (5.18) should have positive definite norm.
This is only possible if there are restrictions on ∆. The bounds on ∆ are associated with
singular vectors which are descendants |O∆′,I′〉 such that, for some ∆′ > ∆

|O∆′,I′〉 ∈ V∆,` , Kµ|O∆′,I′〉 = 0 . (5.54)

The space spanned by {|O∆′,I′〉} is invariant under the action of Mµν and so must form the
representation space for a spin representation R′. The states {|O∆′,I′〉} therefore satisfy
the conditions (5.17) defining a conformal primary. Hence, just as in (5.18), there is an
associated Verma module V∆′,R′ . Clearly

V∆′,R′ ⊂ V∆,R , (5.55)

forms an invariant subspace under the action of the conformal generators. In consequence
V∆,R is a reducible representation space but this reducibility is eliminated by taking the
vector space quotient6

V∆,R

/
V∆′,R′ . (5.56)

With the scalar product (5.24) extended to V̄∆,R × V∆,R it is evident that

〈O∆′,I′ |O∆′,J ′〉 = 0 , (5.57)

and consequently |O∆′,J ′〉, and all descendants in in V∆′,R′ , have zero norm or are null.
For a unitary representation, with all states having positive norm, it is necessary to set
|O∆′,I′〉 = 0.

For a conformal primary with arbitrary ∆ and spin representation the norms of all
descendants can be computed using the commutation relations (5.7), with ηµν → δµν . To
illustrate we consider first a conformal primary scalar |φ〉. Then at level one

〈φ|Kµ Pν |φ〉 = 2 〈φ|(Mµν + δµν D)|φ〉 = 2 δµν ∆ . (5.58)

Positivity requires
∆ > 0 , (5.59)

and if ∆ = 0 this implies Pν |φ〉 = 0, so that |φ〉 → |0〉, the translationally invariant vacuum
|0〉. At level two

〈φ|KσKρ PµPν |φ〉 = 4∆
(
(∆ + 1)(δσµ δρν + δσν δρµ)− δσρ δµν

)
. (5.60)

The eigenvectors are δµν and εµν = ενµ, δµνε
µν = 0, with eigenvalues 4∆(2∆ + 2 − d) and

8∆(∆ + 1). Hence for (5.60) to give a positive definite norm we must have

∆ > 1
2(d− 2) . (5.61)

6For a vector space V with a subspace U the quotient V/U =
{
|v〉/∼ : |v〉 ∼ |v′〉 if |v〉−|v′〉 ∈ U

}
, where

it is easy to verify that V/U is a vector space.
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Furthermore we must have

∆ = 1
2(d− 2) ⇒ P 2|φ〉 = 0 , (5.62)

which corresponds to φ being a free scalar ∂2φ = 0. For ∆ = −1 there is also a null vector
given by εµνPµPν |φ〉.

For states with spin we have at level one

〈φ̃Ī |KσPρ |φ̄J̄〉 = 2
(
δĪJ̄ δ

σ
ρ ∆−M̄σĪ

ρJ̄

)
, M̄σĪ

ρJ̄ = −(s̄σρ)
Ī
J̄ = 1

2(s̄µν)ĪJ̄ (s̄µν)σρ , (5.63)

with (s̄µν)σρ = −δµσ δνρ + δνσ δµρ spin matrices for the vector representation. The matrix

M̄σĪ
ρJ̄ is just the conjugate of that defined in (2.68) and positivity requires in (5.63) that

∆ > ∆i the maximum eigenvalue determined by (2.71). Hence from the results in (2.79)
and (2.82) then for symmetric traceless tensors of rank ` in general dimensions

∆ > d− 2 + ` , ` ≥ 1 , (5.64)

and for mixed symmetry tensors corresponding to a (n,m) Young tableaux

∆ > d− 2 + n , n > m ≥ 1 , ∆ > d− 3 +m, n = m ≥ 1 . (5.65)

In general the positivity restrictions require separate considerations for each dimension
for spinorial representations. Here we list results for d = 3, 4, 5, 6 excluding the spin zero
case where the bound just reduces to (5.59). From (2.112) in three dimensions for spin-s
spinors

∆ >

{
1 + s , s ≥ 1 ,

1 , s = 1
2 .

(5.66)

In four dimensions from (2.122) for (s, s̄) spinors

∆ >


2 + s+ s̄ , s, s̄ ≥ 1

2 ,

1 + s , s ≥ 1
2 , s̄ = 0 ,

1 + s̄ , s̄ ≥ 1
2 , s = 0 ,

(5.67)

as was first shown by Mack [15]. When these bounds are saturated, and the representation
becomes reducible, then the corresponding fields are required to obey differential constraints
to ensure irreducibility. This for ∆ = `+d−2 the tensor is conserved, and in four dimensions
∆ = 1 + s for s̄ = 0 necessitates that the chiral spinor obeys the Dirac equation.

In six dimensions the bounds for the scale dimension of a primary operator with spin
representation [s1, s2, s3] follow from (2.135)

∆ >


4 + s2 + 1

2(s1 + s3) , s2 ≥ 1 ,

3 + 1
2(s1 + s3) , s2 = 0 , s1, s3 ≥ 1 ,

2 + 1
2 s1 , s2 = s3 = 0 , s1 ≥ 1 ,

2 + 1
2 s3 , s2 = s1 = 0 , s3 ≥ 1 .

(5.68)
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In five dimensions from (2.150)

∆ >


3 + s2 + 1

2 s1 , s2 ≥ 1 ,

2 + 1
2 s1 , s2 = 0 , s1 ≥ 2 ,

2 , s2 = 0 , s1 = 1 .

(5.69)

Positivity restrictions equivalent to (5.68), (5.69) were obtained in [16] and for general d in
[17] and [18].

6 Conformal and SO(d) Representations

We discuss here some aspects of the representations of the conformal and rotation groups
in various dimensions which are relevant in the understanding of CFTs. The Verma module
defined in (5.18) provides a representation space for the conformal group which has positive
energy in the sense that the scale dimension eigenvalues are bounded below by a mini-
mum ∆. Since the conformal group is non compact unitary representations are necessarily
infinite dimensional but the Verma module may give rise for particular ∆ to a reducible
representation.

6.1 Singular Vectors

The Verma module gives a reducible representation when there are singular vectors solving
(5.54).7 The determination of singular vectors in general requires finding all vectors in the
Verma module, at an arbitrary level, annihilated by Kµ subject to conditions on ∆ and
the spin of the conformal primary state. Here we determine singular vectors in the Verma
module V∆,`, formed from a conformal primary which is a symmetric traceless tensor of
rank ` and therefore satisfies

D|Oσ1...σ`〉 = ∆ |Oσ1...σ`〉 , Kµ|Oσ1...σ`〉 = 0 ,

Mµν |Oσ1...σ`〉 =
∑`

s=0

(
− δνσs |Oσ1...µ...σ`〉+ δµσs |Oσ1...ν...σ`〉

)
, (6.1)

so that −1
2MµνMµν |Oσ1...σ`〉 = C[`] |Oσ1...σ`〉 with C[`] = `(` + d − 2). For these states the

Casimir eigenvalue is then C(∆, `) = ∆(∆ − d) + `(` + d − 2). For arbitrary d the Verma
module in this case can be expressed as a sum over the level N so that V∆,` ' ⊕NV∆,`,N

where
V∆,`,N = span

{
Pµ1 . . . PµN |Oσ1...σ`〉

}
. (6.2)

For simplicity we determine here singular vectors which are symmetric traceless tensors

7Singular vectors are crucial in the representation theory for Lie algebras. For the simple case of sl(2),
with [J+, J−] = 2J3, [J3, J±] = ±J±, the highest weight vectors satisfy J+[j, j〉 = 0 and then J−

2j+1|j.j〉 is a
singular vector if 2j = 0, 1, 2, . . . since then J+J−

2j+1|j.j〉 = 0. Finite dimensional unitary representations,
with J− = J+

†, J3 = J3
†, as usual are obtained by setting J−

2j+1|j, j〉 = 0.
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of rank k and are then expressible as

|O(`)
k,n,r(t)〉 = (P · t)k−r (P 2)n tσ1 . . . tσr Pσr+1 . . . Pσ` |Oσ1...σ`〉 ,

n, k, r = 0, 1, . . . , r ≤ k, ` , (6.3)

where tµ is a d-dimensional null vector, t2 = 0. It is easy to check D|O(`)
k,n+r,r(t)〉 =

∆k,n|O(`)
k,n+r,r(t)〉 for ∆k,n = ∆ + `+ k + 2n.

From the commutation relations (5.7)[
Kµ, (P · t)k

]
= 2k (P · t)k−1

(
tνMµν + tµ (D + k − 1)

)
,[

Kµ, (P
2)n
]

= 4n (P 2)n−1
(
PνMµν + Pµ (D + n− 1

2d)
)
. (6.4)

and

Kµ Pσr+1 . . . Pσ` |Oσ1...σ`〉 = 2(`− r)(∆− d− r + 1)Pσr+1 . . . Pσ`−1
|Oµσ1...σ`−1

〉 , (6.5)

we may obtain

Kµ |O(`)
k,n,r(t)〉 = 4n(∆ + `+ n− r − 1

2d)Pµ|O(`)
k,n−1,r(t)〉

+ 2(k − r)(∆ + k + `+ 2n− r − 1) tµ|O(`)
k−1,n,r(t)〉

+ 4nr tµ|O(`)
k−1,n−1,r−1(t)〉

+ 2(`− r)(∆− d− r + 1) |O(`)
µ,k,n,r(t)〉

− 4nr |O(`)
µ,k,n−1,r−1(t)〉 , (6.6)

for

|O(`)
σ,k,n,r(t)〉 = (P · t)k−r (P 2)n tσ1 . . . tσr Pσr+1 . . . Pσ`−1

|Oσ σ1...σ`−1
〉 ,

n ≥ 0 , ` ≥ 1, 0 ≤ r ≤ `− 1, k . (6.7)

Using (6.6) there are singular vectors in V∆,` when

∆ = 1
2d−m, k = ` , m = `+ n− r = 1, 2, . . . , (6.8a)

∆ = 1− `−m, n = 0 , r = ` , m = k − ` = 1, 2, . . . , (6.8b)

∆ = d+ k − 1 , n = 0 , r = k , k = 0, 1, . . . , `− 1 . (6.8c)

The case n = 0, r = k = ` of course corresponds to the original conformal primary. The
two solutions given by (6.8b), (6.8c) are evident from (6.6). To obtain (6.8a) it is sufficient
to assume the singular vectors are of the form

|O(`)
s (t)〉 =

∑
−n,0≤r≤` εr |O

(`)
`,n+r,r(t)〉 , ∆s = m− 1

2d , (6.9)

where εr are required to satisfy

(`− r)(∆ + 2`+ 2n+ r − 1) εr + 2(n+ r + 1)(r + 1) εr+1 = 0 ,

(`− r)(∆− d− r + 1) εr − 2(n+ r + 1)(r + 1) εr+1 = 0 . (6.10)
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Consistency requires ∆ = 1
2d − ` − n, agreeing with (6.8a) for n → n − r and ensuring

also that the coefficient of Pµ|O(`)
k,n−1,r(t)〉 vanishes in (6.6). The solution for the singular

vector in (6.9) is then given, up to an arbitrary factor, by

εr =
(−1)r (1

2d+ `+ n− 1)r

2r r! (`− r)! (n+ r)!
. (6.11)

As a special case for ` = 0 (∂2)n|O〉 is a singular vector for ∆ = 1
2d− n. For (6.8b), (6.8c)

the singular vectors are just

|O(k)
s (t)〉 = (P · t)m tσ1 . . . tσ` |Oσ1...σ`〉 , k = `+m, ∆s = 1− ` ,

|O(k)
s (t)〉 = tσ1 . . . tσk Pσk+1

. . . Pσ` |Oσ1...σ`〉 , ∆s = d+ `− 1 , (6.12)

and we may directly verify C(∆s, k) = C(∆, `) in each case. For (6.8a), when from (6.9)
∆s = d−∆, ∆(d−∆) is invariant. The results for singular vectors in (6.8) were obtained
in [19].

At level one the conditions in (6.8b), (6.8c) match the results obtained directly in (2.79),
while (6.8a) for ` = 0, n = 1 corresponds to (5.62).

6.2 SO(d) Tensorial Representations and Null Vectors

Tensorial representations of SO(d) can be defined for arbitrary d. Irreducible representations are
defined in terms of representations of the permutation group and are summarised in terms of Young
tableaux but it is also necessary to impose tracelessness under contraction of tensorial indices. For
symmetrisation and removal of the traces for a set of tensorial indices it is very convenient to contract
them with d-dimensional null vectors.

For the simplest case of totally symmetric rank k tensors it is sufficient to use a single null
vector tµ, as was done in (6.3) to ensure that |O(`)

k,n,r(t)〉 transformed under the action of Mµν as
an irreducible representation of so(d). The action of the Lie algebra so(d) on arbitrary f(t) is given
by the differential operator

Lµν = −tµ ∂ν + tν ∂µ . (6.13)

The action of Lµν preserves the constraint t2 = 0 but more generally to define a derivative acting on
f(t) restricted to t2 = 0 it is necessary to extend the usual derivative ∂µ → ∇µ [20]. For applications
here ∇µ is defined by

∇µ f(t) = ∂µ f(t)− tµ
1

2n+ d− 4
∂ · ∂f(t) , (6.14)

assuming f(λt) = λnf(t) and where ∂µ is the conventional derivative, ∂µtν = δµν , without regard
to the constraint t2 = 0. Taking n = 2, (6.14) gives ∇µ t2 = 0. With the prescription (6.14) the
standard Leibnitz rule for differentiation of a product is then modified to

∇µ
(
f(t) g(t)

)
= ∇µf(t) g(t) + f(t)∇µg(t)− tµ

2

2n+ d− 4
∇νf(t)∇νg(t) , n = nf + ng . (6.15)

and furthermore [
∇µ,∇ν ] = 0 , ∇ · ∇ = 0 . (6.16)

Directly from (6.14) and (6.15)

tµ∇µf(t) = n f(t) , ∇µ
(
tµf(t)

)
=

(2n+ d)(n+ d− 2)

2n+ d− 2
f(t) . (6.17)
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Applying these relations for [tµ,∇ν ] tµ∇νf(t) we obtain

− 1
2 LµνLµνf(t) = tµ∇µf(t) +

2n+ d− 4

2n+ d− 2
tµ∇ν

(
tν∇µf(t)

)
= C(n) f(t) , (6.18)

for the Casimir eigenvalue
C(n) = n(n+ d− 2) , (6.19)

just as in (2.78). The vector space V(n) formed from symmetric rank n tensors after subtracting
all traces corresponds exactly to homogeneous functions f(t) of null vectors t with degree n so that
f(t) ∈ V(n). The formal dimension (this takes integer values for integer d) is then

dimV(n) = Ndn = 1
n! (d)n − 1

(n−2)! (d)n−2 = 1
n! (2n+ d− 2) (d− 1)n−1 , (6.20)

with the Pochhammer symbol (a)n defined by

(a)n =
Γ(a+ n)

Γ(a)
, (a)n = a(a+ 1) . . . (a+ n− 1) , n ≥ 1 . (6.21)

From (6.20) N3n = 2n+ 1, N4n = (n+ 1)2.

With the definition (6.3) |O(`)
k,n,r(t)〉 is a scalar under rotations generated by Mµν and Lµν ,

(Mµν + Lµν)|O(`)
k,n,r(t)〉 = 0, so that

1
2 MµνMµν |O(`)

k,n,r(t)〉 = 1
2 LµνLµν |O

(`)
k,n,r(t)〉 = −C(k) |O(`)

k,n,r(t)〉 . (6.22)

Additional irreducible representations of so(d) for general d can be constructed with extra null
vectors. For two such vectors t, s then

Lµν = Lt,µν + Ls,µν . (6.23)

Acting on f(t, s), f(λt, µs) = λnµmf(t, s) then

1
2 LµνLµν f(t, s) =−

(
n(n+ d− 2) +m(m+ d− 4)

)
f(t, s)

+ 2
2n+ d− 4

2n+ d− 2
t · s∇t · ∇sf(t, s)− 2 s · ∇t

(
t · ∇sf(t, s)

)
. (6.24)

Imposing the conditions
∇t · ∇sf(t, s) = t · ∇sf(t, s) = 0 , (6.25)

ensures f(t, s) ∈ V(n,m) forming the representation space for a mixed symmetry irreducible repre-

sentation corresponding to the Young tableaux (n,m, 0, . . . ) for m ≤ n, 1 2 n
1 m , and then

− 1
2 LµνLµν f(t, s) = C(n,m) f(t, s) , C(n,m) = n(n+ d− 2) +m(m+ d− 4) , (6.26)

with C(n,1) identical to (2.78). For f(t, s) ∈ V(n) ⊗ V(m) then t · ∇sf(t, s) ∈ V(n+1) ⊗ V(m−1) and
∇t · ∇sf(t, s) ∈ V(n−1) ⊗ V(m−1). However the conditions in (6.25) are not completely independent
as a consequence of

∇t · ∇s t · ∇s f(t, s) =
1

2n+ d− 2
t · ∇s∇t · ∇sf(t, s) ∈ V(n) ⊗ V(m−2) . (6.27)

This ensures the dimension counting is given by

dimV(n,m) = NdnNdm −Ndn+1Ndm−1 −Ndn−1Ndm−1 +NdnNdm−2

= 1
(n+1)!m! (n+ 1−m)(n+m+ d− 3)(2n+ d− 2)(2m+ d− 4)

× (d− 1)n−2(d− 3)m−1 . (6.28)

45



Of course V(n,0) = V(n) and dimV(n,0) = Ndn so long as d 6= 3, 4. For d = 4 (6.28) gives dimV(n,m) =
2(n+m+ 1)(n−m+ 1) and for d = 5, 6 (6.28) agrees with (2.145), (2.131) for s1 = 2m, s2 = n−m
and s1 = s3 = m, s2 = n−m respectively. In three dimensions mixed symmetry representations are
reduced by the identifications

d = 3 , V(n,m) ' 0, m ≥ 2 , V(n,1) ' V(n) , (6.29)

which are easily checked to be consistent with the dimension formula (6.28).

Tensor products of symmetric traceless tensors can be reduced to a sum over mixed symmetry
irreducible representations V(n,m),

V(n1) ⊗ V(n2) '
min(n1,n2)⊕

m=0

min(n1,n2)−m⊕
r=0

V(n1+n2−m−2r,m) . (6.30)

With (6.28) we may verify Ndn1
Ndn2

=
∑min(n1,n2)
m=0

∑min(n1,n2)−m
r=0 dimV(n1+n2−m−2r,m). For d = 3,

(6.30) using (6.29) reduces to V(n1) ⊗ V(n2) ' ⊕
n1+n2

r=|n1−n2|V(r).

By introducing more null vectors further mixed symmetry representations can be discussed.
For three such vectors and extending the constraints (6.25) irreducible representations of SO(d)
corresponding to Young tableaux with three rows can be obtained. Labelling these by (n,m, l), with
l ≤ m ≤ n, this gives for the Casimir eigenvalues

C(n,m,l) = n(n+ d− 2) +m(m+ d− 4) + l(l + d− 6) , (6.31)

and for the dimension of the representation

dimV(n,m,l) = 1
(n+2)! (m+1)! l! (n+ 1−m)(n− l + 2)(m− l + 1)

× (n+m+ d− 3)(n+ l + d− 4)(m+ l + d− 5)

× (2n+ d− 2)(2m+ d− 4)(2l + d− 6) (d− 1)n−3(d− 3)m−2(d− 5)l−1 . (6.32)

For l = 0 this reduces to (6.28). For d = 4, 5 the decomposition of tensor products as a direct sum
of irreducible spaces can be reduced with the identities

d = 4 , V(n,m,l) ' 0 , l ≥ 3 , V(n,m,1) '

{
0 , m ≥ 2

V(n) , m = 1
, V(n,m,2) ' −V(n,m) , m ≥ 2 , (6.33a)

d = 5 , V(n,m,l) ' 0 , l ≥ 2 , V(n,m,1) ' V(n,m) . (6.33b)

For d = 6 the tensorial representation (n,m, l) is related to SO(6) representations with Dynkin
or highest weight labels [s1, s2, s3] by (n,m, 0) → [n − m,m,m] and for l > 0 by (n,m, l) →
[n−m,m+ l,m− l] + [n−m,m− l,m+ l].

The representation spaces V(n,m,l) arise in tensor products involving V(n,m) and V(`) but now
there is a non trivial multiplicity,

V(n,m) ⊗ V(`) '
b 12 `c⊕
t=0

⊕
r,s, |r|+|s|≤`−2t

(
1 + t

)
V(n+r,m+s,`−2t−|r|−|s|) . (6.34)

The representations V(n′,m′,l) appearing in the tensor product satisfy n′ ≥ m′ ≥ l if n−m,m ≥ `.
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6.3 Representation Space

The Verma module defines a representation space for the conformal algebra. Instead of (6.7) we
define

|Ô(`)
σ,k,n,r(t)〉

= |O(`)
σ,k,n,r(t)〉 − Pσ|O(`)

k,n,r+1(t)〉

+
1

d+ k − 3

(
(k − r − 1) tσ|O(`)

k−1,n+1,r+1(t)〉 − (k − 2r − 1) tσ|O(`)
k−1,n,r(t)〉

)
. (6.35)

This satisfies ∇σ|Ô(`)
σ,k,n,r(t)〉 = tσ|Ô(`)

σ,k,n,r(t)〉 = 0 as required by (6.25) for M = 1 and so
belongs to the [k, 1, 0, . . . ] irreducible representation.

With the definition (6.35)

Pµ|O(`)
k,n+r,r(t)〉 =

1

k + 1

(
∇µ|O(`)

k+1,n+r,r(t)〉 − r |Ô(`)
µ,k,n+r,r−1(t)〉

)
+ α(k)

r tµ|O(`)
k−1,n+r+1,r(t)〉+ α

(k)
r,− tµ|O(`)

k−1,n+r,r−1(t)〉 , (6.36)

for r ≤ k, ` where

α(k)
r =

(k − r)(d+ k + r − 3)

(d+ 2k − 2)(d+ k − 3)
, α

(k)
r,− = r

d+ 2r − 4

(d+ 2k − 2)(d+ k − 3)
. (6.37)

Similarly

Kµ|O(`)
k,n+r,r(t)〉

=
1

k + 1

(
γ(n)r ∇µ|O(`)

k+1,n+r−1,r(t)〉+ δ
(k,n)
r,− |Ô(`)

µ,k,n+r−1,r−1(t)〉

+ γr,+
(
∇µ|O(`)

k+1,n+r,r+1(t)〉+ (k − r) |Ô(`)
µ,k,n+r,r(t)〉

))
+ β

(k,n)
r,+ tµ|O(`)

k−1,n+r+1,r+1(t)〉+ β(k,n)
r tµ|O(`)

k−1,n+r,r(t)〉

+ β
(k,n)
r,− tµ|O(`)

k−1,n+r−1,r−1(t)〉 , (6.38)

for r ≤ k, ` and

γ(n)r = 4(n+ r)(∆ + `+ n− r − 1
2d) , γr,+ = 2(`− r)(∆− d− r + 1) ,

δ
(k,n)
r,− = − 4(n+ r)r (∆ + `+ k + n− r + 1− 1

2d) ,

β
(k,n)
r,+ = − 2

(`− r)(k − r)(k − r − 1)(∆− d− r + 1)

(d+ 2k − 2)(d+ k − 3)
,

β
(k,n)
r,− = 4(n+ r)r

(d+ 2r − 4)(∆ + `+ 2k + n− r − 2 + 1
2d)

(d+ 2k − 2)(d+ k − 3)
,

β(k,n)
r =

4(k − r)
(d+ 2k − 2)(d+ k − 3)

(
(`− r)( 1

2d+ k − r − 2)(∆− d− r + 1)

+ (n+ r)r (∆ + `+ n+ k − r + 1− 1
2d)
)

+
4(k − r)
d+ 2k − 2

( 1
2d+ k + n+ r − 1)(∆ + `+ n+ k − 1) . (6.39)

The scalar product of symmetric traceless tensor descendants

〈O(`)
k′,n′+r′,r′(t) | O(`)

k,n+r,r(t)〉 = (t̄ · t)k δk′kδn′n N (k,n)
r′r , (6.40)
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defines a symmetric (`+ 1)× (`+ 1), or (k + 1)× (k + 1), if k ≤ ` and n ≥ 0, normalisation matrix

N (k,n) =
[
N (k,n)
r′r

]
, if n < 0 then −n ≤ r, r′ ≤ k, `. The basic normalisation is chosen so that

〈O(`)
`,0,`(t) | O(`)

`,0,`(t)〉 = (t̄ · t)` , N (`,−`)
`` = 1 , (6.41)

or equivalently, using ∇̄ · ∇ (t̄ · t)r = r(d+ r − 3) d+2r−2
d+2r−4 (t̄ · t)r−1,

〈Oµ1...µ`
|Oµ1...µ`

〉 =
1

(`!)2
(∇̄ · ∇)` (t̄ · t)` = nd` , (6.42)

with nd` given by (6.20). Directly from (6.5)

〈O(`)
0,0,0 | O(`)

0,0,0〉 = 2``! (∆− d− `+ 2)` 〈Oµ1...µ`
|Oµ1...µ`

〉 , (6.43)

giving

N (0,0)
00 = 2``! (∆− d− `+ 2)` nd` . (6.44)

By considering 〈O(`)
k,n+r,r(t)|Kµ|O(`)

k+1,n+s,s(t)〉 and 〈O(`)
k+1,n+s−1,s(t)|Kµ|O(`)

k,n+r,r(t)〉 and
using (6.38) and the conjugate of (6.36) we may obtain the matrix recurrence relations

P N (k+1,n) = N (k,n) B(k,n) , A(k)N (k,n) = N (k+1,n−1) C(n) , (6.45)

for

A(k)
sr = α(k+1)

s δsr + α
(k+1)
s,− δs−1 r , C(n)sr = γ(n)r δsr + γr+ δs r+1 ,

B(k,n)rs = β
(k+1,n)
s,− δr s−1 + β(k+1,n)

s δrs + β
(k+1,n)
s,+ δr s+1 , Prs = δrs ,

0,−n ≤ r ≤ k, ` , 0,−n ≤ s ≤ k + 1, ` . (6.46)

The relations (6.45) determine N (k,n) for all k, n although there is no simple general expression.
Simpler results are obtained by considering determinants. For k ≥ `, n ≥ 0 all matrices in (6.45) are
(`+ 1)× (`+ 1) giving for this case

detN (k+1,n)

detN (k,n)
= 2`+1 (k − `+ 1)`+1 ( 1

2d+ k + n)`+1 (d+ k − 2)`+1 (∆ + k + n)`+1

( 1
2d+ k)`+1 (d+ k − 2)`+1

,

detN (k+1,n)

detN (k,n+1)
=

1

23(`+1)

(k − `+ 1)`+1 (d+ k − 2)`+1

(n+ 1)`+1 (∆ + n+ 1− 1
2d)`+1 ( 1

2d+ k)`+1 (d+ k − 2)`+1
. (6.47)

For k ≤ `, n > 0 taking the determinant of P A(k)N (k,n) = N (k,n−1) B(k,n−1) C(n) gives

detN (k,n)

detN (k,n−1) = 24(k+1) (n)k+1 ( 1
2d+ `+ n− 1)k+1 (∆ + n− 1

2d)k+1 (∆ + `+ n− 1)k+1 . (6.48)

When 0 ≤ −n ≤ k < `,

detN (k,n)

detN (k+1,n−1) = 2k+n+1( 1
2d+k)k+n+1(d+k−2)k+n+1 (`− k)k+n+1 (∆− d− k + 1)k+n+1

(1− n)k+n+1 ( 1
2d− n− 1)k+n+1

, (6.49)

and if 0 ≤ −n ≤ ` ≤ k,

detN (k+1,n)

detN (k,n)
= 2`+n+1 (k − `+ 1)`+n+1 ( 1

2d+ k)`+n+1 (d+ k − 2)`+n+1 (∆ + k)`+n+1

( 1
2d+ k)`+n+1 (d+ k − 2)`+n+1

. (6.50)
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The results for detN (k,n) split into four similar cases according to whether k is larger or less than
` and n is positive or negative. For k ≤ `, n ≥ 0 we may combine (6.45) to obtain for k = 0, 1, 2, . . . ,
assuming (6.44),

detN (k,n) =

(
24n+2k+`

( 1
2d− 1)k+1

)k+1

×
k∏
r=0

1

`!
(`− r)! (n+ r)! (k − r)!2 (d+ k − 2)`−k+r

(
( 1
2d− 1)r

)
2 ( 1

2d+ `− 1)n+r+1

× (∆− 1)r (∆− d− `+ 2)`−r (∆ + `)n+r (∆ + 1− 1
2d)n+r . (6.51)

Starting from k = ` then for any k ≥ `, n ≥ 0 (6.47) implies

detN (k,n) =

(
24n+k+2`

( 1
2d− 1)`

)̀ +1

×
∏̀
r=0

1

`! r!
(`− r)!3 (n+ r)! (k − `+ r)! (d+ k − 2)r

(
( 1
2d− 1)r

)
2 ( 1

2d+ k)n+r

× (∆− 1)r (∆− d− `+ 2)`−r (∆ + `)n+k−`+r (∆ + 1− 1
2d)n+r . (6.52)

For n ≤ 0 and k ≤ ` using (6.49)

detN (k,n) =

(
23n+2k+`

( 1
2d− 1)k+1

)k+n+1

×
k+n∏
r=0

1

`!
(`+ n− r)! r! (k − r)! (k + n− r)! (d+ k − 2)`−k+r ( 1

2d− 1)r−n ( 1
2d− 1)r

× ( 1
2d+ `− 1)r+1 (∆− 1)r (∆− d− `+ 2)`+n−r (∆ + `)r (∆ + 1− 1

2d)r ,
(6.53)

and for k ≥ `,

detN (k,n) =

(
23n+k+2`

( 1
2d− 1)`

)̀ +n+1

×
`+n∏
r=0

1

`!
(`+ n− r)! r! (`− r)! (k + n− r)! (d+ k − 2)r ( 1

2d− 1)r−n ( 1
2d− 1)r

× ( 1
2d+ `− 1)r (∆− 1)r (∆− d− `+ 2)`+n−r (∆ + `)k−`+r (∆ + 1− 1

2d)r .
(6.54)

6.4 Singular Vectors for Three Dimensional CFTs

There is a general theory [21] for singular vectors in the representations of non compact
groups which extends that for compact groups initiated by Verma. For low dimensional
CFTs such results can also be obtained by brute force.

In three dimensions with the spinorial basis in (5.27) and writing Mα
β in terms of

angular momentum operators, just as in (2.109),

[
Mα

β
]

=

(
J3 J+

J− −J3

)
, (6.55)
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we assume irreducible representations of the conformal algebra (5.29) are defined in terms
of lowest weight vectors satisfying

D|∆, s〉 = ∆|∆, s〉 , J3|∆, s〉 = −s|∆, s〉 , J−|∆, s〉 = 0 , K22|∆, s〉 = 0 , (6.56)

which as [J,K
22] = 2K12, [J,K

12] = K11 is equivalent to (5.17) in this case. The associated
Verma module is defined by

V∆,s = span
{
P11

v P12
u P22

t J+
r|∆, s〉 : v, u, t, r = 0, 1, 2, . . .

}
. (6.57)

Finite dimensional spin representations dictate s = 0, 1
2 , 1, . . . .

The action of J−,K
22, which correspond to short, long simple roots for sp(4), on this

basis in (6.57) is determined by[
J−, P11

v
]

= 2v P11
v−1P12 ,

[
J−, P12

u
]

= uP11P12
u−1 ,

[
J−, P22

t
]

= 0 ,[
J−, J+

r
]

= − r J+
r−1(2J3 + r − 1) ,[

K22, P11
v
]

= 0 ,
[
K22, P12

u
]

= 1
2uP12

u−1J+ + 1
4u(u− 1)P11P12

u−2 ,[
J+, P22

t
]

= 2t P12P22
t−1 ,

[
K22, P22

t
]

= t P22
t−1(D − J3 + t− 1) ,[

K22, J+
r
]

= 0 . (6.58)

To obtain singular vectors we consider an eigenvector of D,J3 with eigenvalues ∆′,−s′ of
the form

|∆′, s′〉 =
∑

r,t≥0 εrt P11
v P12

u P22
t J+

r|∆, s〉 , u = N − 2t+ r ≥ 0 , v = S + t− r ≥ 0 ,

N = ∆′ + s′ −∆− s ∈ Z , S = s− s′ ∈ Z , N + S ≥ 0 , N + 2S ≥ 0 . (6.59)

Imposing the conditions that this is annihilated by J−, K
22, so that (6.56) defines a descen-

dant satisfying the conditions in (6.56) for ∆→ ∆′, s→ s′, gives

2(S + t− r) εr t + (N − 2t+ r + 2) εr t−1 + (r + 1)(2s− r) εr+1 t = 0 ,
1
4(N − 2t+ r)(N − 2t+ r − 1) εr t + 1

2(N − 2t+ r − 1) εr−1 t

+ (t+ 1)(∆′ + s′ − t− 2) εr t+1 = 0 . (6.60)

There are two immediate solutions

εr t = δr,0 δt,−S , N = −2S , ∆′ + s′ + S = 1 , (6.61)

so that (6.59) gives the singular vectors

|1−s, s+n〉 = P22
n |1−s−n, s〉 , s ≥ 0 , n = 1, 2, . . . , (6.62)

and
εr t = δr,2s+1 δt,0 , S = −N = 2s+ 1 , |∆,−s−1〉 = J+

2s+1|∆, s〉 . (6.63)

This singular descendant is set to zero for finite dimensional unitary representations of the
spin group.
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Otherwise solving (6.60) requires integrability conditions to be imposed since εrt for
r, t > 0 can be obtained by more than one route starting from εr0 and ε0t. For ε00 6= 0 by
considering ε11 we obtain the constraints

∆′ = 3
2 + 1

2 N or N = 0 , (6.64)

and then from the results for ε21 we obtain

∆′ = 3
2 + 1

2 N ⇒ S = 0 or N = −1− 2s , N = 0 ⇒ ∆′ = 2 + s . (6.65)

There are thus potential solutions, for S = 0,

εrt =
2r−2t

r! (t− r)!
N !

(N − 2t+ r)!

1(
1
2(1−N)− s

)
t
, s ≥ 1

2 , N = 1, 2, . . . , (6.66)

and for N = 0,

εrt =
2r−2t

t! (r − 2t)!

S!

(S + t− r)!
1

(−2s)r
, 2t ≤ r ≤ 2s , s ≥ 1

2 , S = 1, 2, . . . , 2s , (6.67)

and finally

εrt =
2r−2t

r! t!

2N (N + S)! (N + 2S)!

(N − 2t+ r)! (S + t− r)!
, s ≥ 0 , N = −1− 2s, S +N = 1, 2, . . . . (6.68)

For S > s, corresponding to s′ = −1
2 ,−

3
2 , . . . ,−s or s′ = −1,−2, . . . ,−s, in (6.66) the

singular vectors can be discarded by restricting to finite dimensional spin representations
so that (6.66) and (6.67) then give respectively singular vectors

| 32 + 1
2 N, s〉 ∈ V 3

2
− 1

2
N,s , s ≥ 1

2 , N = 1, 2, . . . , ,

|2 + s, s− S〉 ∈ V2+s−S,s , s ≥ 1 , S = 1, 2, . . . , bsc . (6.69)

The results given by (6.62), (6.69) correspond to (2.112) for n,N, S = 1 and to (6.8b),
(6.8a), (6.8c) for s = ` and n = m + 1, N = 2m, S = m + 1 respectively. The solution
(6.68) corresponds to a singular vector

|1−s,−1−s−n〉 = J+
2(s+n)+1P22

n |1−s−n, s〉 , n = 1, 2, . . . , (6.70)

the descendant of (6.9) analogous to (6.63), which is set to zero for finite dimensional spin
representations.

7 Three Point Functions

A crucial consequence of conformal symmetry is that the three point functions of conformal
primary fields are determined uniquely, up to an overall coefficient, if two of the fields
are spinless and in general for all fields with non zero spin there are a finite number of
possibilities. This is a result of the fact that conformal transformations map any three points
on Rd to any other three points and there are therefore no conformal invariants. If the three
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points are on a line then SO(d+ 1, 1)→ SO(2, 1)×SO(d− 1), where SO(2, 1) corresponds
to conformal transformations along the line and SO(d−1) rotations in the transverse space.
For three points in d dimensions then 3d−dimSO(d+1, 1)+dim(SO(2, 1)×SO(d−1)) = 0.

For three conformal primary scalars φi with scale dimensions ∆i then it is easy to see
that the three point function is given by〈

φ1(x1)φ2(x2)φ3(x3)
〉

=
C123

(x12
2)

1
2

(∆1+∆2−∆3) (x23
2)

1
2

(∆2+∆3−∆1) (x31
2)

1
2

(∆3+∆1−∆2)
,

xij = xi − xj . (7.1)

Assuming the normalisation of φi is fixed by the two-point function then the coefficients
C123 are, along with the scale dimensions ∆i, fundamental properties of the CFT. Of course
symmetries may entail C123 = 0. These results may be quite easily extended to the case
when one of the fields have spin. In d-dimensions for a symmetric traceless tensor conformal
primary φµ1...µ` we may define

φ(`)(x, t) = φµ1...µ`(x) tµ1 . . . tµ` , t2 = 0 , φ(`)(x, λt) = λ`φ(`)(x, t) . (7.2)

Applying the results (2.34) for the conformal vectors defined in (2.33) it is also straightfor-
ward to see that, if φ(`) is a conformal primary with scale dimension ∆,〈

φ1(x1)φ2(x2)φ(`)(x3, t)
〉

=
C12,(∆,`)

(x12
2)

1
2

(∆1+∆2−∆+`) (x23
2)

1
2

(∆+∆2−∆1−`) (x31
2)

1
2

(∆+∆1−∆2−`)
(X3 · t)` , (7.3)

where

X3µ =
1

x13
2
x31µ −

1

x23
2
x32µ . (7.4)

For fields extended to the embedding space then there are equivalent expressions for
three point functions [22]. For scalars, φi(x) → Φi(X) satisfying (3.18) for ∆ = ∆i, then
(7.1) is equivalent to〈

Φ1(X1) Φ2(X2) Φ3(X3)
〉

=
C123

(X1 ·X2)
1
2

(∆1+∆2−∆3) (X2 ·X3)
1
2

(∆2+∆3−∆1) (X3 ·X1)
1
2

(∆3+∆1−∆2)
, (7.5)

with Xi ·Xj defined according to (3.15). It is easy to verify that (7.5) satisfies the crucial
homegeneity properties (7.5). For symmetric traceless tensors then (3.20), (3.21) may be
extended to tensors on the null cone

φµ1...µ`(x)→ ΦA1...A`(X) , (7.6)

subject to

XAiΦA1...A`(X) = 0 , ΦA1...A`(X) ∼ ΦA1...A`(X) +XAi χA1...Âi...A`(X) , i = 1, . . . , ` , (7.7)

with Âi denoting that this index is omitted. Corresponding to (7.2)

φ(`)(x, t)→ Φ(`)(X,T ) = ΦA1...A`(X)TA1 . . . TA` , T 2 = X · T = 0 , (7.8)
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where Φ(`) satisfies

Φ(`)(X,T ) = Φ(`)(X,T + λX) , Φ(`)(λX, ρ T ) = λ−∆ρ` Φ(`)(X,T ) . (7.9)

which is necessary for Φ(`)(X,T ) to be unambiguous since TA is arbitrary up to TA →
TA + λXA. For XA → XA(x) as in (3.6) we may take

TA → TA(x, t) = (tµ, 0,−x · t) , (7.10)

which obeys the conditions in (7.8). The result (7.3) is then equivalent to〈
Φ1(X1) Φ2(X2) Φ(`)(X3, T3)

〉
=

C12,(∆,`)

(X1 ·X2)
1
2

(∆1+∆2−∆+`) (X2 ·X3)
1
2

(∆+∆2−∆1−`) (X3 ·X1)
1
2

(∆+∆1−∆2−`)
Z12(X3, T3)` ,

(7.11)

where, with the definition (3.15),

Z12(X3, T3) =
X1 · T3

X1 ·X3
− X2 · T3

X2 ·X3
, (7.12)

is determined by requiring Z12(X3, T3) = Z12(X3, T3 + λX3).

For three point correlation functions for conformal primaries with spin results are more
involved. Obtaining an explicit form is just a linear algebraic problem although the number
of solutions may depend on the dimension. For primary fields transforming as in (2.48) the
basic conformal Ward identity has the form∑

i=1,2,3

(
vµ(xi)∂iµ + ∆i σv(xi)

)〈
φ1,I1(x1)φ2,I2(x2)φ3,I3(x3)

〉
= 1

2 ω̂v
µν(x1)(s1µν)I1

J
〈
φ1,J(x1)φ2,I2(x2)φ3,I3(x3)

〉
+ 1

2 ω̂v
µν(x2)(s2µν)I2

J
〈
φ1,I1(x1)φ2,J(x2)φ3,I3(x3)

〉
+ 1

2 ω̂v
µν(x3)(s3µν)I3

J
〈
φ1,I1(x1)φ2,I2(x2)φ3,J(x3)

〉
. (7.13)

Clearly in the spinless case this is satisfied by (7.1). Solutions for particular cases in general
dimensions can be constructed using the inversion tensor and the conformal vectors defined
in (2.33), (2.35) and more generally using the embedding formalism [22, 23]. The identity
(7.13) may be simplified [13, 24] by using the intertwiners I defined by the two point
function in (2.83) to write the three point function in the form

〈
φ1,I1(x1)φ2,I2(x2)φ3,I3(x3)

〉
=
I1I1Ī1(x13) I2I2Ī2(x23)

(x13
2)∆1 (x23

2)∆2
C Ī1Ī2I3(X3) , (7.14)

with X3 defined in (7.4). To verify the result (7.14) we use, as a consequence of (2.84),(∑
i=1,3v

µ(xi)∂iµ + ∆1 σv(x1)
)I1I1Ī1(x13)

(x13
2)∆1

− 1
2 ω̂v

µν(x1)(s1µν)I1
J I1JĪ1(x13)

(x13
2)∆1

= −∆1 σv(x3)
I1I1Ī1(x13)

(x13
2)∆1

− I1I1J̄(x13)

(x13
2)∆1

1
2 ω̂v

µν(x3)(s̄1µν)J̄ Ī1 , (7.15)
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and also the corresponding result for I2I2Ī2(x23)/(x23
2)∆2 , to rewrite the conformal identity

(7.13) just in terms of C Ī1Ī2I3∑
i=1,2,3 v

µ(xi)∂iµC
Ī1Ī2

I3(X3)

= (∆1 + ∆2 −∆3)σv(x3)C Ī1Ī2I3(X3) + 1
2 ω̂v

µν(x3)(s3µν)I1
JC Ī1Ī2J(X3)

+ 1
2 ω̂v

µν(x3)(s̄1µν)Ī1J̄ C
J̄ Ī2

I3(X3) + 1
2 ω̂v

µν(x3)(s̄2µν)Ī2J̄ C
Ī1 J̄

I3(X3) . (7.16)

This is satisfied, by extending the transformation rules (2.37) to X3, if

C Ī1Ī2I3(λ y) = λ−∆1−∆2+∆3 C Ī1Ī2I3(y) , (7.17)

and

LyµνC
Ī1Ī2

I3(y) = (s3µν)I1
JC Ī1Ī2J(y) + (s̄1µν)Ī1J̄ C

J̄ Ī2
I3(y) + (s̄2µν)Ī2J̄ C

Ī1J̄
I3(y) . (7.18)

This condition just implies that C Ī1Ī2I3(y) is rotationally covariant under SO(d) trans-
formations. Up to the freedom allowed by (7.17), (7.18) the solution is unique since
there are no conformal invariants. For the spinless case (7.1) is reproduced if we take

C(X3) = C123 (X3
2)−

1
2

(∆1+∆2−∆3).

Under finite transformations (7.18) integrates to

C Ī1Ī2I3(y) = R̄1
Ī1
J̄1 R̄2

Ī2
J̄2 R3 I3

J3 C J̄1J̄2
J3(y R) , (7.19)

with R̄1, R̄2, R3 corresponding to the rotation R ∈ SO(d) in the appropriate representa-
tions. Choosing

R̄iĪiJ̄i = IiĪiK(x31) IiKJ̄i(x12) = IiĪiK(x32) IiKJ̄i(X2) , i = 1, 2 ,

R3 I3
J3 = I3 I3K̄(x32) I3

K̄J3(X2) , X2µ =
1

x23
2
x23µ −

1

x12
2
x21µ , (7.20)

which depend on (2.43), and using, from (2.40),

X3ν I
νρ(x32) Iρµ(X2) =

x13
2

x12
2
X2µ , (7.21)

the result (7.14) is equivalent to〈
φ1,I1(x1)φ2,I2(x2)φ3,I3(x3)

〉
=
I1I1Ī1(x12) I3 I3Ī3(x32)

(x12
2)∆1 (x23

2)∆3
C̃ Ī1I2

Ī3(X2) , (7.22)

for
C̃ Ī1I2

Ī3(y) = (y2)∆2−∆3 II2Ī2(y) I Ī3I3(y)C Ī1Ī2I3(y) . (7.23)

An illustration of these results is given by the three point function involving two scalars
and the energy momentum tensor. The general construction easily gives〈

φ(x1)φ(x2)Tµν(x3)
〉

=
1

(x12
2)∆φ− 1

2
d (x13

2 x23
2)

1
2
d
Cµν(X3) ,

Cµν(X3) = Iµν,σρ(x32)Cµν(X2) = CφφT

(
X3µX3ν

X3
2
− 1

d
ηµν

)
, (7.24)
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with the inversion tensor as in (4.46). The coefficient CφφT in (7.24) is later determined by
Ward identities.

Following the definitions in (5.16) and (5.21), with a Euclidean metric, the three point
function (7.14) is equivalent to〈

φ̃1
Ī
∣∣φ2,J(y)

∣∣φ3,K

〉
= lim

x→∞
(x2)∆1I1

ĪI(x)
〈
φ1,I(x)φ2,J(y)φ3,K(0)

〉
=

1

(y2)∆2
I2,JJ̄(y)C ĪJ̄K(y/y2) , (7.25)

As an application we may consider the three point function for three symmetric traceless
conformal primaries encoded in terms of three null vectors ti, ti

2 = 0, as in (7.2). In this
case the general expression (7.14) becomes〈

φ
(`1)
1 (x1, t1)φ

(`2)
2 (x2, t2)φ(`3)(x3, t3)

〉
=

1

(x13
2)∆1 (x23

2)∆2
C
(
t′1, t

′
2, t3,Z3

)
,

t′iµ = tiν Iνµ(xi3) , i = 1, 2 , t′i
2 = 0 , (7.26)

for

C
(
t1, t2, t3, y

)
= (y2)

1
2

(∆1+∆2−∆3−`1−`2−`3) (t1 · y)`1 (t2 · y)`2 (t3 · y)`3

×
∑

n1,n2,n3≥0
n1+n2≤`3,n1+n3≤`2,n2+n3≤`1

cn1n2n3

(
t1 · t2 y2

t1 · y t2 · y

)n3
(
t1 · t3 y2

t1 · y t3 · y

)n2
(
t2 · t3 y2

t2 · y t3 · y

)n1

.

(7.27)

An equivalent form was given in [22]. Manifestly each choice of n1, n2, n3 compatible with
`1, `2, `3 is linearly independent.

The number of independent terms in (7.27) is given by

N`1`2`3 =
∑

n1,n2,n3≥0
n1+n2≤`3,n1+n3≤`2,n2+n3≤`1

1 . (7.28)

Equivalently we may determine the number of common [n,m] representations appearing
in the tensor products (`1) ⊗ (`2) and (`3) ⊗ (`) for ` = 0, 1, 2, . . . using (6.30), where (`)
corresponds to the symmetric traceless tensor representations which can be formed from y
for any `. The (n,m) allowed by (6.30) are then given by

|`1 − `2|+m ≤ n ≤ `1 + `2 −m, (−1)`1+`2−m−n = 1 ,

|`3 − n|+m ≤ ` ≤ `3 + n−m, (−1)`3+`−m−n = 1 , 0 ≤ `1, `2, `3, ` ≤ m. (7.29)

The sum over ` for fixed (n,m) gives∑`3+n−m
`=|`3−n|+m

1
2

(
1 + (−1)`3+`−m−n) = min

(
n+ 1−m, `3 + 1−m

)
. (7.30)

Choosing
`1 ≤ `2 ≤ `3 , p = `1 + `2 − `3 , (7.31)
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the sum over possible n becomes, (θ(p) = 1, p ≥ 0, 0, p < 0),

∑`1−m
r=0 (`1 + `2 + 1− 2m− 2r)− θ(p−m)

∑b 1
2

(p−m)c
r=0 (p−m− 2r)

= (`1 + 1−m)(`2 + 1−m)− θ(p−m)
(

1
4(p−m)(p+ 2−m) + 1

8(1− (−1)p−m)
)
. (7.32)

Finally summing over m = 0, . . . , `1 gives, subject to (7.31) so that p− `1 ≤ 0,

N`1`2`3 = 1
6(`1 + 1)(`1 + 2)(3`2− `1 + 3)− θ(p)

(
1
24 p(p+ 2)(2p+ 5) + 1

16(1− (−1)p)
)
, (7.33)

as was obtained in [22]. For d = 3 the sum over m is restricted to just m = 0, 1 which gives

N+
`1`2`3 = 2`1`2 + `1 + `2 + 1− θ(p) 1

2p(p+ 1) . (7.34)

As a consequence of the identification V(n) ' V(n,1) in (6.29) there are additional independent
contributions to the three point function in three dimensions with counting

N−`1`2`3 =
∑`2+`1

n=`2−`1
1
2

(
1 + (−1)`2+`1−n)min

(
n, `3

)
+
∑`2+`1−1

n=`2−`1+1
1
2

(
1 + (−1)`2+`1−1−n)min

(
n+ 1, `3 + 1

)
= 2`1`2 + `1 + `2 − θ(p) 1

2p(p+ 1) . (7.35)

These terms involve the ε-tensor and are parity odd.
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