
NOTES ON TRIALITY

MAX-ALBERT KNUS

1. Introduction

Let F be an algebraically closed field of characteristic not 2 and 3. Simple Lie algebras

L or simple, connected, simply connected algebraic groups G̃, or simple, connected, adjoint

algebraic groups G over F are classified by their Dynkin diagrams An, Bn, . . . , E8. For

example the diagram d
1

d
2

p p p d
n

of type An, n ≥ 1, corresponds to L = Mn+1(F )0, the Lie algebra of (n+1×n+1)-matrices

of trace zero, or G̃ = SLn+1 or G = PGLn+1; the diagram
n−1

n

d
1

d
2

p p p d
n−2

d
d�

�

@@

of type Dl, l ≥ 3, corresponds to L = Skew2l(F )0, the Lie algebra of skew-symmetric

matrices in M2l(F ), or G̃ = Spin(2l) or G = PGO+
2l.

Inner automorphisms of L, G̃, or G i.e., those induced by conjugation with elements

of G, form a normal subgroup of the full automorphism group and the quotient group is

isomorphic to the group of automorphisms of the Dynkin diagram. In most of the cases the

group of automorphisms of the Dynkin diagram is either trivial or consists of two elements.

For example the class of the automorphism x 7→ −xt of L is the nontrivial class in case An

if n ≥ 2. For Dn conjugation with diag(1,−1, . . . ,−1) (which is an element of PGO2l, but

not of PGO+
2l) gives the non-inner class. The case of type D4 is exceptional, in the sense

that the group of automorphisms of the Dynkin diagram is S3, the group of permutations

of 3 objects. This phenomenon is known as triality. Our aim in these notes is to describe

some avatars of triality, starting with the simple case of (8 × 8)-skew-symmetric matrices

and ending with various twisted forms (in the sense of Galois cohomology), associated with

PGO+
8 . In this case a certain “trialitarian” associative algebra places a central rôle. As

shown by A. Weil, classical connected semisimple adjoint algebraic groups can be realized

as automorphism groups of algebras with involution. The case D4 was not considered by

Weil. Trialitarian algebras can be used to fulfill Weil’s program for D4.
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Techniques from differents fields of algebra will be used. It will be impossible to prove

everything, however we will try to “test” at least parts of the used techniques in concrete

situations. In these notes we somehow work on a huge exercice around a very exceptional

situation.

Triality also occurs in projective geometry (like duality). These geometric aspects are

not touched here. A lovely introduction to triality (algebraic as well as geometric) is given

in the paper “Octaves and triality”, Nieuw. Arch. Wisk. (3) 8 (1960), 158-169, by van Blij

and Springer.

The presentation given here owes much to the “Book of Involutions” published recently

by the AMS as volume 44 of the Series Colloquium Publications. Historical remarks can

be found in the quoted paper of van Blij and Springer or in the “Book of Involutions”. Re-

sults in the generic situation come from work in preparation with Parimala and Sridharan.

Special thanks are due to Frank DeMeyer who was willing to act as a guinea-pig for parts

of these notes.

2. Matrices

Let Mn(F ) be the F -algebra of (n × n)-matrices with entries in F . For any matrix

A = (aij) we note at the transpose, (at)ij = aji. The map a 7→ at is an involution of Mn(F ),

i.e., an F -anti-automorphism of order 2. The set of skew-symmetric matrices

Skewn(F ) = {a ∈Mn(F ) | at = −a}

is a Lie algebra for the Lie bracket [x, y] = xy−yx induced by the multiplication of Mn(F ),

since

(xy − yx)t = ytxt − xtyt = yx− xy
The vector space Skewn(F ) over F has dimension n(n−1)

2
. A basis is given by the skew-

symmetric matrices Eij = eij − eji, i < j, where the eij are the standard matrix units in

Mn(F ). Since EijEjk = eik for i 6= j, j 6= k and i 6= k, the set {Eij} generates Mn(F ) as an

algebra if n ≥ 3. The Lie algebras Skewn(F ) are simple1 for n ≥ 3, (n 6= 4)2, and are, in

the classification of simple Lie algebras, of type Bl if n = 2l+ 1, resp. of type Dl if n = 2l.

From now on we assume that n = 2l is even.

To any a ∈ GLn(F ), the group of invertible matrices in Mn(F ), we associate the inner

automorphism Int(a)(x) = axa−1 of Mn(F ) and Int(a) = 1 if and only if a is a nonzero

element of the center F . Since any automorphism of Mn(F ) is inner we may identify

AutF
(
Mn(F )

)
with

PGLn(F ) = GLn(F )/F×

1simple means simple over an algebraic closure F of F
2Skew4(F ) 'M3(F )0 ×M3(F )0, where Mn(F )0 is the Lie algebra of (n× n)-matrices with zero trace
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We write [a] ∈ PGLn(F ) for the class of a ∈ GLn(F ). The group of similitudes is

GOn(F ) = {a ∈ GLn(F ) | aat ∈ F×}

and m(a) = aat ∈ F× is the multiplier of the similitude a. If A is an algebra with

involution σ, an automorphism of the pair (A, σ) is an automorphim α of A such that

α
(
σ(a)

)
= σ

(
α(a)

)
for all a ∈ A. For a ∈ GOn(F ) we have

(axa−1)t = (a−1)txtat = axta−1

hence PGOn(F ) = GOn(F )/F× acts as automorphisms of
(
Mn(F ), t

)
. In fact

AutF
(
Mn(F ), t

)
= PGOn(F )

since, writing any automorphism of
(
Mn(F ), t

)
as Int(a), the condition

Int(a)(xt) =
(
Int(a)(x)

)t

for all x ∈ Mn(F ) implies that aat ∈ F×. Elements of AutF
(
Mn(F ), t

)
are also automor-

phisms of Skewn(F ) and, in fact,

AutF
(
Skewn(F )

)
= PGOn(F )

if n = 2l ≥ 6, but n 6= 8. To discuss the case n = 8 we need the notion of a proper

similitude. For any similitude a we have det(aat) = det(a)2 = m(a)2l, so that det(a) =

±m(a)l. Similitudes a with det(a) = m(a)l form the subgroup GO+
n (F ) of GOn(F ) of

proper similitudes. Similarly we get the subgroup PGO+
n (F ) of PGOn(F ) of classes of proper

similitudes. Let s be a similitude which is not proper, for example s = diag(1,−1, . . . ,−1),

then PGOn(F ) is the disjoint union

PGOn(F ) = PGO+
n (F ) ∪ [s] PGO+

n (F )

and Z/2Z = {1, [s]} acts on PGO+
n (F ) through conjugation with [s]. Thus PGOn(F ) is the

semidirect product PGOn(F ) = PGO+
n (F )o Z/2Z. In particular,

AutF
(
Skewn(F )

)
= PGO+

n (F )o Z/2Z

for n = 2l even and l ≥ 5. We recall that, if a group A acts as automorphisms on a group

B, then the semidirect product B o A consists of pairs (a, β), a ∈ A, β ∈ B with the

multiplication (a, β)(a′, β ′) = (aβ(a′), ββ ′). For example the group S3 of permutations of 3

objects is the semidirect product of the alternating subgroup A3 with S2, S3 = A3 o S2.

From now on we call PGO+
n (F ) the group of inner automorphisms of Skewn(F ). Au-

tomorphisms which are not inner are outer automorphisms. Thus conjugation with s as

above is not an inner automorphism. In the case D4, (l = 4) we shall see that

AutF
(
Skew8(F )

)
= PGO+

8 (F )o S3



4 MAX-ALBERT KNUS

Thus the Lie algebra Skew8(F ) has a group of outer automorphisms isomorphic to S3,

the group of permutation of 3 objects. Observe that if φ is an automorphism of order

3 of Skew8(F ) which is not inner, then it cannot be extended to an automorphism of(
M8(F ), t

)
, since AutF

(
M8(F ), t

)
= PGO+

8 (F ) o S2, even if the set of skew-symmetric

matrices generates M8(F ) as an algebra. The action of S3 on the Lie algebra Skew8(F )

and on the group PGO+
n (F ) is the first aspect of “triality” which we shall describe. A

fundamental tool is the Clifford algebra, which we discuss soon. For this we need first to

characterize different types of involutions.

3. The Type of an Involution

For any algebra A with involution σ, σ induces an automorphism of order ≤ 2 of the

center of A. We shall only consider involutions which restrict to the identity on the center,

so-called involutions of the first kind.

Typical examples can be given on the endomorphism algebra of a finite dimensional

vector space. Let V be a finite dimensional vector space of even dimension n and let

b : V × V → F be a bilinear form, symmetric or skew-symmetric. If b is nonsingular we

define the involution σb adjoint to b on EndF (V ) through the identity:

b
(
σb(f)(x), y

)
= b
(
x, f(y)

)

for x, y ∈ V and f ∈ EndF (V ).

If we identify EndF (V ) with Mn(F ) through the choice of a basis (e1, . . . , en), and let

b = (bij), with bij = b(ei, ej), be the matrix of b, then σb(f) = b−1f tb. In particular

σb(f) = f t if b is the diagonal form diag(1, 1, . . . , 1).

Observe that if σ is any F -linear involution of Mn(F ), σ ◦ t is an automorphism, hence

of the form Int(u) and σ(f) = uf tu−1. The condition σ2 = 1 implies ut = u or u = −ut.
We say that σ = Int(u) ◦ t is orthogonal if ut = u and is symplectic if ut = −u. For any

algebra A with F -linear involution σ, let

Skew(A, σ) = {x ∈ A | σ(x) = −x} and Sym(A, σ) = {x ∈ A | σ(x) = x}

Since

Skew
(
Mn(F ), Int(u) ◦ t

)
=




u · Skew

(
Mn(F ), t

)
if u = ut

u · Sym
(
Mn(F ), t

)
if u = −ut

we have

(1) dimF Skew
(
Mn(F ), σ

)
=





n(n−1)
2

if σ is orthogonal
n(n+1)

2
if σ is symplectic
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Thus the notion of an orthogonal (resp. symplectic) involution is stable under scalar

extension and we define the type of an involution σ on a central simple algebra A as the

type of σ ⊗ 1E over some splitting field E of the algebra.

4. The Clifford Algebra and the Lie Algebra of a Quadratic Space

Let q : V → F be a quadratic form on V , with associated polar form

bq(x, y) = q(x + y)− q(x)− q(y).

We call the pair (V, q) a quadratic space if bq is nonsingular. We write σq for the involution

associated with bq. As in Section 1, the space

Skew
(

EndF (V ), σq
)

= {f ∈ EndF (V ) | σq(f) = −f}
= {f ∈ EndF (V ) | bq

(
x, f(y)

)
+ bq

(
f(x), y

)
= 0}

is a Lie subalgebra (of dimension n(n−1)
2

) of EndF (V ) for the Lie bracket [f, g] = f ◦g−g ◦f
of EndF (V ). We write o(V, q) = Skew

(
EndF (V ), σq

)
and call o(V, q) the Lie algebra of

(V, q). If q =< 1, 1, . . . , 1 >, i.e.,

q(
∑

i

xiei) =
∑

i

x2
i

with respect to a basis (e1, . . . , en), then o(V, q) = Skewn(F ).

Let C(V, q) be the Clifford algebra of the quadratic space (V, q). We recall that C(V, q) =

TV/I where TV is the tensor algebra of V and I is the ideal of TV generated by the elements

x ⊗ x − q(x) · 1, x ∈ V . The canonical map V → C(V, q) is injective and the image of V

in C(V, q) (which we identify with V ) generates C(V, q) as an algebra. The even Clifford

algebra C0(V, q) is the subalgebra of C(V, q) generated by even products of elements of V .

Example 2. Assume that dimV is even and that q =< 1, 1, . . . , 1 > with respect to some

basis (e1, . . . , en) of V . Then (1, e1, . . . , en, eiej, i < j, ei1ei2 · · · eij , i1 < i2 < . . . ij, 1 ≤
j ≤ n, . . . , e1e2 · · · en) is a basis of C(V, q) and the relations

e2
i = 1, 1 ≤ i ≤ n, eiej + ejei = 0, i 6= j

hold in C(V, q). The algebra C(V, q) is central over F . The set {eiej, i < j} generates the

even algebra C0(V, q) and the element z = e1e2 · · · en, which satisfies z2 = 1, generates the

center of C0(V, q). Note that the assumption n even only matters for the claims about the

center. We write C(V, q) = C(n) and C0(V, q) = C(n).

The properties of the Clifford algebra which we shall need are summarized in the follow-

ing:
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Proposition 3. Let (V, q) be a nonsingular quadratic space of even dimension n = 2l.

1) The F -algebra C(V, q) is central simple of dimension 2n and has a unique involution τ

which is the identity on V .

2) The center Z of the even Clifford algebra is a separable quadratic extension of F , of the

form Z = F (
√
δ), δ = (−1)l det(bq) the signed discriminant of q. If Z is a field, C0(V, q)

is central simple over Z of dimension 22(l−1); if Z ' F × F , C0(V, q) is the direct product

of two central simple algebras over F of dimension 22(l−1). The involution τ restricts to an

involution τ0 of C0(V, q) which is the identity on Z if l is congruent to 0 modulo 2; as a

Z-linear involution, τ is of orthogonal type if l is congruent to 0 modulo 4 and of symplectic

type if l is congruent to 2 modulo 4.

Reference. For a proof see for example the book of Scharlau on Quadratic and Hermitian

Forms. �

The Lie algebra o(V, q) can be identified with a Lie subalgebra of Skew(C0(V, q), τ0), as

we now show:

Lemma 4. For x, y, z ∈ V we have in C(V, q):

[[x, y], z] = 2
(
xbq(y, z)− ybq(x, z)

)
∈ V.

Proof. This is a direct computation based on the fact that for v, w ∈ V , bq(v, w) = vw+wv

in C(V, q): one finds

[[x, y], z] = (xyz + xzy + yzx + zyx)

− (yxz + yzx + xzy + zxy)

= 2
(
xbq(y, z)− ybq(x, z)

)
∈ V.

for x, y, z ∈ V . �

Let [V, V ] ⊂ C(V, q) be the subspace spanned by the brackets [x, y] = xy − yx for x,

y ∈ V . In view of Lemma 4 we may define a linear map

ad: [V, V ]→ EndF (V )

by: adξ(z) = [ξ, z] for ξ ∈ [V, V ] and z ∈ V . Lemma 4 yields:

(5) ad[x,y] = 2
(
x⊗ b̂q(y)− y ⊗ b̂q(x)

)
for x, y ∈ V ,

b̂q : V
∼−→ V ∗ denoting the isomorphism x 7→ bq(x,−).

Lemma 6. The subspace [V, V ] is a Lie subalgebra of Skew
(
C0(V, q), τ

)
, and ad induces

an isomorphism of Lie algebras:

ad : [V, V ]
∼−→ o(V, q).
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Proof. Jacobi’s identity yields for x, y, u, v ∈ V :

[[u, v], [x, y]] = [[[x, y], v], u]− [[[x, y], u], v].

Since Lemma 4 shows that [[x, y], z] ∈ V for all x, y, z ∈ V , it follows that

[[u, v], [x, y]] ∈ [V, V ].

Therefore, [V, V ] is a Lie subalgebra of Skew
(
C0(V, q), τ0

)
. Jacobi’s identity also yields:

ad[ξ,ζ] = [adξ, adζ] for ξ, ζ ∈ [V, V ],

hence ad is a Lie algebra homomorphism. From (5) it follows for x, y, u, v ∈ V that:

bq
(
ad[x,y](u), v

)
= 2
(
bq(x, v)bq(y, u)− bq(y, v)bq(x, u)

)

= −bq
(
u, ad[x,y](v)

)
,

hence ad[x,y] ∈ o(V, q). Therefore, we may consider ad as a map:

ad: [V, V ]→ o(V, q).

It only remains to prove that this map is bijective. By going to an algebraic closure of F

wqe may assume that q =< 1, 1, . . . , 1 > with respect to some basis (e1, . . . , en), in which

case the claim follows from the computations in the next Example. �

Example 7. Assume that q =< 1, 1, . . . , 1 > with respect to some basis (e1, . . . , en) of

V . Then (eiej, i < j), is a basis of [V, V ], since [ei, ej] = 2eiej, and ad−1 identifies the

skew-symmetric matrices Eij with the elements 1
2
eiej of C0(V, q), since

ad[ei,ej ](ek) = 2 adeiej(ek) = 4(eiδjk − ejδik) = 4Eijek
(in the last formula we view ek as a column vector with entry 1 in k-th position and zero

entries elsewhere). Thus, through ad−1, any skew-symmetric matrix
∑

i<j uijEij is mapped

to 1
2

∑
i<j uijeiej.

We have more in dimension 8:

Lemma 8. Let Z be the center of the even Clifford algebra C0(q). If V has dimension 8, the

embedding [V, V ] ⊂ Skew
(
C0(q), τ

)
induces a canonical isomorphism of Lie algebras over

Z [V, V ] ⊗ Z ∼−→ Skew
(
C0(q), τ

)
. Thus the adjoint representation induces an isomorphism

ad: Skew
(
C0(q), τ

) ∼−→ o(q)⊗ Z.

Proof. Since dimF V = 8, τ0 is of orthogonal type as a Z-linear involution (see Proposition 3)

and dimZ Skew
(
C0(V, q), τ0

)
= 28. Fixing an orthogonal basis of V , it is easy to check that

[V, V ] and Z are linearly disjoint over F in C0(q), so that the canonical map [V, V ]⊗ Z →
Skew

(
C0(q), τ

)
is injective. It is surjective by dimension count. �
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Similitudes of the quadratic space (V, q) are linear automorphisms f ∈ AutF (V ) with

q
(
f(x)

)
= m(f)q(x), where m(f) ∈ F× is the multiplier of the similitude. They form a

group GO(V, q) which can be identified with GOn(F ) if q =< 1, 1, . . . , 1 >. A similitude f

is proper if det(f) = m(f)n/2 (recall that we assume dimF V = 2l even). Proper similitudes

form a normal subgroup GO+(V, q) of GO(V, q) of index 2. Similitudes are isometries if

they have multiplier equal to 1.

It readily follows from the definition of Clifford algebras that isometries of (V, q) induce

automorphisms of C(V, q). For similitudes we have:

Proposition 9. Any similitude f ∈ GO(V, q) induces an automorphism C(f) of C0(V, q)

such that

C(f)(xy) = m(f)−1f(x)f(y)

for x, y ∈ V . The automorphism C(f) restricts to the identity of the center Z of C0(V, q)

if and only if f is proper. Further we have

ad ◦C(f) = Int(f) ◦ ad
on [V, V ].

Proof. The algebra C0(V, q) can be identified with T (V ⊗ V )/(I, J) where I is the ideal

generated by the set {x ⊗ x − q(x) · 1, x ∈ V } and J is the ideal generated by the set

{y ⊗ (x⊗ x− q(x) · 1)⊗ z, x, y, z ∈ V }. The map

f̃ = m(f)−1f ⊗ f : V ⊗ V → V ⊗ V
extends to an automorphism T (f̃) of T (V ⊗ V ) which maps I to itself since

m(f)−1f(x)⊗ f(x)− q(x) · 1 = m(f)−1
(
f(x)⊗ f(x)− q

(
f(x)

)
· 1
)

Similarly T (f̃) maps J to itself. The map induced by T (f̃) on C0(V, q) is the desired map

C(f). For the claim on the center we may assume (by going to an algebraic closure) that

q = diag(1, 1, . . . , 1) with respect to a base (e1, e2, . . . , en). Then

C(f)(e1e2 · · · en) = m(f)−l det(f)e1e2 · · · en
hence the claim about the center. For the last claim we have, using the identity in Lemma

4, (
ad ◦C(f)

)
(
(
[x, y]

)
(z) = 2m(f)−1

((
f(x)bq(f(y), z

)
− f(y)bq

(
f(x), z

))

and (
Int(f) ◦ ad

)(
[x, y]

)
(z) = 2f

(
xbq(y, f

−1(z))− ybq(x, f−1(z))
)

= 2
(
f(x)bq(y, f

−1(z))− f(y)bq(x, f
−1(z))

)

so that the claim follows from

m(f)−1bq
(
(f(y), z

)
= bq(y, f

−1(z)
))
.
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Example 10. If q =< 1, 1, . . . , 1 > and (e1, e2, . . . , en) is an orthogonal basis, and if we

identify Skewn(F ) with [V, V ] through ad−1 (see Example 7), then for b ∈ GOn(F ) and U
skew-symmetric, C(b)(U) = bUb−1.

For any λ ∈ F×, λ ·1V is a similitude with multiplier m(λ ·1V ) = λ2, so that C(λ ·1V ) acts

trivially on C0(V, q) and we have an induced action of PGO(V, q) = GO(V, q)/F×, resp. of

PGO+(V, q) = GO+(V, q)/F×. Observe that the homomorphism

C : PGO(V, q)→ AutF
(
C0(V, q), τ0

)

is injective if dimV ≥ 3, in view of Proposition 9 and the fact that o(V, q) generates

EndF (V ) as an algebra. It is a nontrivial result of Wonenburger that C is an isomorphim

up to dimension 6.

5. The Octonions

In this section we restrict to a quadratic space V of dimension 8 and quadratic form

q =< 1, 1, . . . , 1 >. We use the notations o(8) for Skew8(F ) and C(8), (resp. C0(8))

for C(V, q), (resp. C0(V, q)). We take as a model the octonion algebra O with norm

n =< 1, 1, . . . , 1 > and start with an explicit description of O.

Let H be the quaternion algebra with standard basis e1 = 1, e2 = i, e3 = j, e4 = k = ij

and relations i2 = −1, j2 = −1, ij + ji = 0. We denote a 7→ a the conjugation on H. The

norm form x 7→ xx of H is isometric to the diagonal form < 1, 1, 1, 1 > with respect to the

basis (e1, . . . , e4). Let O be the octonion algebra H⊕ vH with multiplication rule v2 = −1

and

(a+ vb) · (c + vd) = ac− db+ v(ad+ cb)

The algebra O is not associative anymore. It only satisfies the weaker alternative rule

(xx)y = x(xy) and x(yy) = (xy)y

for all x, y ∈ O. An element a such that (xy)a = x(ya) holds for all x, y ∈ O lies necessarily

in F . The conjugation of the quaternion algebra extends to a conjugation

π : x = a+ vb 7→ x = a− vb

of O, satisfying π(xy) = π(x)π(y). The norm n(x) = xx = xx is a multiplicative quadratic

form (i.e., n(xy) = n(x)n(y)) on O. We complete the given basis of H to a basis of O by

putting e5 = v, e6 = vi, e7 = vj and e8 = vk. With respect to this basis the multiplication
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table of O is

(11)

e1 e2 e3 e4 e5 e6 e7 e8

e1 e1 e2 e3 e4 e5 e6 e7 e8

e2 e2 −e1 e4 −e3 −e6 e5 −e8 e7

e3 e3 −e4 −e1 e2 −e7 e8 e5 −e6

e4 e4 e3 −e2 −e1 −e8 −e7 e6 e5

e5 e5 e6 e7 e8 −e1 −e2 −e3 −e4

e6 e6 −e5 −e8 e7 e2 −e1 −e4 e3

e7 e7 e8 −e5 −e6 e3 e4 −e1 −e2

e8 e8 −e7 e6 −e5 e4 −e3 e2 −e1

and the norm n of O with respect to the same basis is the diagonal form < 1, 1, . . . , 1 >.

6. Local triality

We now describe triality for the Lie algebra o(8) (local triality) following the Book of In-

volution. Let O be the octonion algebra with norm n =< 1, 1, . . . , 1 >. The multiplication

x ? y = x · y,

where (x, y) 7→ x · y, x, y ∈ O, is multiplication in O, satisfies

(12) x ? (y ? x) = (x ? y) ? x = n(x)y

for x, y ∈ O. Further bn is associative, in the sense that

bn(x ? y, x) = bn(x, y ? z).

Proposition 13. Let rx(y) = y ? x and `x(y) = x ? y. The map O → EndF (O⊕O) given

by

x 7→
(

0 `x

rx 0

)

induces isomorphisms

α :
(
C(8), τ

) ∼−→
(
EndF (O⊕O), σn⊥n

)

and

(14) α0 :
(
C0(8), τ0

) ∼−→
(
EndF (O), σn

)
×
(
EndF (O), σn

)
,

of algebras with involution.
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Proof. We have rx ◦ `x(y) = `x ◦ rx(y) = n(x) · y by (12). Thus the existence of the map α

follows from the universal property of the Clifford algebra. The fact that α is compatible

with involutions is equivalent to

bn
(
x ? (z ? y), u

)
= bn

(
z, y ? (u ? x)

)

for all x, y, z, u in S. This formula follows from the associativity of bn, since

bn
(
x ? (z ? y), u

)
= bn(u ? x, z ? y) = bn

(
z, y ? (u ? x)

)
.

The map α is an isomorphism by dimension count, since C(8) is central simple. �

From now on we use the basis ofO given above to identify O with F 8, n with < 1, . . . , 1 >,

σn with transpose and EndF (O) with M8(F ).

Through ad−1 we have identified o(8) with [O,O] inside of C0(8). Thus we get an (injec-

tive) homomorphism

α0|[O,O] ◦ ad−1 : o(8)→ o(8)× o(8).

(The fact that the image lies in o(8)× o(8) follows from the fact that α0 is an isomorphism

of algebras with involution.) For any λ ∈ o(8) let

α0|[O,O] ◦ ad−1(λ) = (λ+, λ−).

Proposition 15 (Local triality). For any λ ∈ o(8), there exist elements λ+, λ− ∈ o(8)

such that

(1) λ+(x ? y) = λ(x) ? y + x ? λ−(y),

(2) λ−(x ? y) = λ+(x) ? y + x ? λ(y),

(3) λ(x ? y) = λ−(x) ? y + x ? λ+(y)

for all x, y ∈ o(n). Furthermore the pair (λ+, λ−) is uniquely determined by the first

relation.

Proof. Let ξ = ad−1(λ). Since α0 is an isomorphism of algebras we have α0 ◦ ad |ξ =

ad |α0(ξ) ◦ α0, hence

(α0 ◦ ad−1)(λ)(x) =

(
0 `λx
rλx 0

)
=

(
λ+ 0

0 λ−

)(
0 `x
rx 0

)
−
(

0 `x
rx 0

)(
λ+ 0

0 λ−

)

or

λ+(x ? y)− x ? λ−(y) = λ(x) ? y

λ−(y ? x)− λ+(y) ? x = y ? λ(x).

This gives the formulas (1) and (2). From (1) we obtain

bn
(
λ+(x ? y), z

)
= bn

(
λ(x) ? y, z

)
+ bn

(
x ? λ−(y), z

)
.
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Since bn(x ? y, z) = bn(x, y ? z) and since λ−, λ and λ+ are in o(8), this implies

−bn
(
x, y ? λ+(z)

)
= −bn

(
x, λ(y ? z)

)
+ bn

(
x, λ−(y) ? z

)

for all x, y, and z in o(8), hence (3). We finally check that, given λ, the pair λ+, λ−

are uniquely determined by (1). It suffices to check that the only pair of linear maps λ1,

λ2 ∈ EndF (O) satisfying

λ1(x ? y) = x ? λ2(y)

for all x, y ∈ O is the pair (0, 0). Going back to the multiplication of O, we have λ1(xy) =

xλ2(y). Then x = 1 implies λ1(y) = λ2(y), so that λ1(xy) = xλ1(y) and λ1(x) = xa for

a = λ1(1). This finally implies (xy)a = x(ya) for all x, y ∈ O and a lies in F . However

λ1(x) = ax for a ∈ F only lies in o(8) if a = 0. �

Let dρ, resp. dρ2 be the endomorphisms of o(8) defined by λ+ = dρ(λ) and λ− = dρ2(λ)

for λ ∈ o(8), so that α0 ◦ ad−1 = (dρ, dρ2).

Corollary 16. The endomorphisms dρ and dρ2 are automorphisms of o(8) (as a Lie algebra)

and satisfy

(dρ)
2 = dρ2 and (dρ)

3 = 1.

Proof. The claims follow from uniqueness in Proposition 15. �

The conjugation π of O induces an automorphism dπ of o(8), dπ : f 7→ πfπ, and an

automorphism C(π) of C(8) which is of the form Int(e), with e the image of 1O in C(8).

Remark 17. More generally, let v ∈ V be such that q(v) 6= 0 and let πv be the reflection

in V with respect to v, i.e.,

πv(x) =
bq(x, v)

q(v)
v − x.

Then C(πv) = Int(v) in C(V, q).

Proposition 18. The relations

(dπ)2 = 1 and dπ ◦ dρ = dρ2 ◦ dπ
hold in AutF

(
o(8)

)
and {dπ, dρ} generate a subgroup isomorphic to S3.

Proof. The first relation is obvious. We check the second one. Since C(π) = Int(e) for

e = 1O, we have

α ◦ C(π) ◦ α−1 = Int
(
α(e)

)

Plugging in the definition of α we get for
(
f 0
0 g

)
∈M16(F ),

(
α ◦ C(π) ◦ α−1

)(
f 0
0 g

)
=
(
πgπ 0

0 πfπ

)
.
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On the other hand we know that ad ◦C(π)◦ad−1 = Int(π) on o(8) by Proposition 9. Thus,

since (α0 ◦ ad−1)(λ) =
(
dρ(λ), dρ2(λ)

)
,

(
ad ◦C(π) ◦ ad−1

)(
dρ(λ), dρ2(λ)

)
=

(
πdρ2(λ)π, πdρ(λ)π

)

=
(
α ◦ C(π) ◦ ad−1

)
(λ)

=
(
α ◦ ad−1 ◦ ad ◦C(π) ◦ ad−1

)
(λ)

=
(
α ◦ ad−1

)
(πλπ)

=
(
dρ(πλπ), dρ2(πλπ)

)

hence the second relation. Thus we get get a homomorphism S3 → AutF
(
o(8)

)
. The fact

that it is injective follows from the explicit formulas given in the next section. �

7. Triality for Generic Matrices

Explicit formulas can be given for dρ, d
2
ρ and dπ, using generic matrices. Computing the

induced action on the Dynkin diagram, we shall see that the action is not inner. Let xij, i,

j = 1, . . . , 8, be indeterminates and let F (xij) be the quotient field of the polynomial ring

F [xij] in the inderminates xij. The (8 × 8)-matrix X =
∑

i,j xijEij ∈ M8

(
F (xij)

)
is the

generic (8×8)-matrix and the matrix X =
∑

i<j xijEij is the generic skew-symmetric matrix

and lies in o(8)⊗F (xij). We compute the image of X under the automorphisms dρ and dπ
of o(8)⊗ F (xij). The element Eij corresponds to the product 1

2
eiej in the Clifford algebra

C0(8), through the identification of o(8) with [O,O] ⊂ C0(8) given in Example 7. Thus the

image of Eij under dρ is the matrix of the automorphism u 7→ ei ? (u ? ej) = ei · (ej · u) of

the space O. Straightforward explicit calculations using the multiplication table (11) show

that X =
∑

i<j xijEij has as images under α0 ◦ ad−1 the skew-symmetric matrices

dρ(X ) =
1

2

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

−x12 + x34 −x13 − x24 −x14 + x23 −x15 + x26 −x16 − x25 −x17 + x28 −x18 − x27

−x56 − x78 −x57 + x68 −x58 − x67 +x37 + x48 −x38 + x47 −x35 − x46 x36 − x45

−x14 + x23 x13 + x24 x16 + x25 −x15 + x26 x18 + x27 −x17 + x28

+x58 + x67 −x57 + x68 −x38 + x47 −x37 − x48 +x36 − x45 +x35 + x46

−x12 + x34 x17 + x28 −x18 + x27 −x15 − x26 +x16 − x25

+x56 + x78 +x35 − x46 +x36 + x45 +x37 − x48 +x38 + x47

x18 − x27 x17 + x28 −x16 + x25 −x15 − x26

+x36 + x45 −x35 + x46 +x38 + x47 −x37 + x48

x12 + x34 x13 − x24 x14 + x23

+x56 − x78 +x57 + x68 +x58 − x67

x14 + x23 −x13 + x24

−x58 + x67 +x57 + x68

x12 + x34

−x56 + x78

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
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and

dρ2(X ) =
1

2

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

−x12 − x34 −x13 + x24 −x14 − x23 −x15 − x26 −x16 + x25 −x17 − x28 −x18 + x27

+x56 + x78 +x57 − x68 +x58 + x67 −x37 − x48 +x38 − x47 +x35 + x46 −x36 + x45

x14 + x23 −x13 + x24 −x16 + x25 x15 + x26 −x18 + x27 x17 + x28

+x58 + x67 −x57 + x68 −x38 + x47 −x37 − x48 +x36 − x45 +x35 + x46

x12 + x34 −x17 + x28 x18 + x27 x15 − x26 −x16 − x25

+x56 + x78 +x35 − x46 +x36 + x45 +x37 − x48 +x38 + x47

−x18 − x27 −x17 + x28 x16 + x25 x15 − x26

+x36 + x45 −x35 + x46 +x38 + x47 −x37 + x48

−x12 + x34 −x13 − x24 −x14 + x23

+x56 − x78 +x57 + x68 +x58 − x67

−x14 + x23 x13 + x24

−x58 + x67 +x57 + x68

−x12 + x34

−x56 + x78

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

Since the conjugation map of O is given by the diagonal matrix P = diag(1,−1, . . . ,−1)

we have

dπ(X ) = PXP =
∑

1<j

−x1jE1j +
∑

1<i<j

xijEij.

For any skew-symmetric matrix U we get dα(U) for α = ρ, ρ2 and π by specializing X to

U . This shows that S3 acts faithfully on o(8).

Remark 19. The elements f of o(8) fixed under the action of S3 are such that

f(x ? y) = f(x) ? y + x ? f(y)

for all x, y ∈ O. Such f are derivations of O and they define a Lie algebra of type G2.

8. Triality and the Dynkin Diagram

In this section we apply classical results about semisimple Lie algebras for algebras of

type D4. References are the books on Lie algebras of Jacobson, Bourbaki and Humphreys.

Let L be a simple Lie algebra of type Dl, l ≥ 3, over an algebraically closed field F , for

example Skewn(F ). A Cartan subalgebra H of L is a commutative subalgebra such that

[x,H] ⊂ H implies x ∈ H. Two Cartan subalgebras are conjugate in L. For each such H

there is a direct sum decomposition (as vector space)

(20) L = H⊕
(
⊕αLα

)

where the Lα are eigenspaces for ad |H , i.e.,

[h, xα] = α(h)xα, xα ∈ Lα,

corresponding to nonzero linear forms, h 7→ α(h) on H, (called the roots). The algebra H is

l-dimensional and all the Lα are one-dimensional. There are 2l(l − 1) roots, which can be

described as follows: The restriction of the Killing form (x, y) 7→ k(x, y) = Tr(adx ◦ ad y)

of L to H is nonsingular. Fix an orthonormal basis (h1, . . . , hl) of H and let (e1, . . . , el) be
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the dual basis in H∗ = HomF (H, F ) of H. Then the set of roots is {±ei±ej, i < j}. Among

these roots, there are l simple roots {αi = ei− ei+1, i = 1, . . . l− 1, αl = el−1 + el}. Simple

roots can be characterized as follows: a root α =
∑
λiei is positive is the first nonzero λi

is positive (assume that they are in Q) and α is simple if it is positive and not the sum

β + γ of two positive roots. The simple roots forms a basis of H∗ over F . For any root α,

let hα be such that k(hα, h) = α(h) and let (α, β) = k(hα, hβ) be the correponding bilinear

form on H∗. The (l × l)-matrix Aij = 2(αi, αj)/(αi, αi) is the Cartan Matrix of L (relative

to H). To the matrix (Aij) we associate the Dynkin diagram whose points are the simple

roots {α1, . . . , αl} and where αi is connected to αj by AijAji lines. The Dynkin diagram of

D4 is: α3

α4

d
α1

d
α2

d
d�

�

@@

Let ρ be an automorphism of L which maps H to itself. It follows from

ρ([h, xα]) = [ρ(h), ρ(xα)] = (α ◦ ρ−1)
(
ρ(h)

)
ρ(xα)

that α ◦ ρ−1 = (ρ∗)−1(α) is also a root of L. Thus (ρ∗)−1 permutes the roots, in fact it

permutes the simple roots and induces an automorphism of the Dynkin diagram. Con-

versely, any automorphism of the Dynkin diagram comes from an automorphism of the Lie

algebra (not uniquely, since inner automorphisms (i.e., given by conjugation with elements

of GO+
2l) induce the identity on the Dynkin diagram). For o(8) of type D4 the group of

automorphisms of the Dynkin diagram is S3 and there is an exact sequence:

(21) 1→ InnF
(
o(8)

)
→ AutF

(
o(8)

)
→ S3 → 1

The group InnF
(
o(8)

)
is the group of inner automorphisms of o(8). The above computations

with generic matrices can be used to show the surjectivity of the map to S3:

Proposition 22. The automorphisms dρ and dπ of o(8) induce the full group of automor-

phisms of the Dynkin diagram.

Proof. A Cartan subalgebra H of o(8) is generated by the four diagonal blocks E12, E34, E56

and E78 (see Helgason, Differential Geometry, Lie groups, and Symmetric Spaces, p. 187).

The action of dρ on H with respect to the basis h1 = E34, h2 = E56, h3 = E78 and h4 = E12

is given by the orthogonal matrix

T =
1

2




1 1 1 −1

1 1 −1 1

1 −1 1 +1

1 −1 −1 −1



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Since the matrix is orthogonal it is equal to its transpose inverse and we let it operate on

the simple roots α1 = e1 − e2, α2 = e2 − e3, α3 = e3 − e4 and α4 = e3 + e4. We get

T (α1) = α4, T (α2) = α2, T (α3) = α1 and T (α4) = α3. This cyclic permutation of the roots

(α1, α4, α3) induces obviously an automorphism of order 3 of the Dynkin diagram. Finally

conjugation with π on H maps h4 to −h4 and leaves the other hi fixed. Thus the action

on roots maps e4 to −e4 and lets the other roots invariant. On the level of simple roots it

permutes α3 and α4. This concludes the proof. �

Remark 23. In the considerations above we choose the octonion algebra with norm the

identity form < 1, 1, . . . , 1 > to get simple formulas for the trialitarian action on generic

matrices. There exist octonion algebras with norm

< 1, α, β, γ, αβ, βγ, αγ, αβγ >

for any triple α, β, γ of nonzero elements of F (so-called 3-Pfister forms). In particular the

form qs = diag(1, 1, 1, 1,−1,−1,−1,−1) of maximal index can occur. The advantage of qs

is that the Cartan decomposition (20) of Skew
(
M8(F ), σqs

)
holds over F . The drawback

is that elements of Skew
(
M8(F ), σqs

)
are more complicated than skew-symmetric matrices.

To get a Cartan decomposition (20) for o(8) = Skew8(F ) one needs
√
−1 ∈ F (see the book

of Helgason, p. 187, for explicit formulas).

Remark 24. The exact sequence (21), which holds a priori over an algebraic closure F of

F , since it uses classification results valid over an algebraically closed field, holds in fact over

F . The surjectivity of the map to S3 follows from the construction of dρ and dπ, which are

over F . We check exactness at AutF
(
o(8)

)
. If α ∈ AutF

(
o(8)

)
maps to the identity, then

by exactness of (21) over F , α⊗1F is inner, say α⊗1F = Int(ā), ā ∈ GO+
8 (F ). Then Int(ā)

maps o(8) to o(8) and M8(F ) to M8(F ). Since the set o(8) ⊂ M8(F ) generates M8(F ) as

an algebra, Int(ā) is an automorphism of M8(F ), hence of the form Int(b), b ∈ GL8(F ). It

follows that Int(b) ⊗ 1F ) = Int(ā), hence ā = λb, λ ∈ F×. Replacing ā by āλ−1, we may

assume that ā ∈ GL8(F ) ∩ PGO+
8 (F ) = PGO+

8 (F ).

9. Similitudes and Triality

Any proper similitude f ∈ GO+
8 (F ) induces an automorphism C(f) of

(
C0(8), τ0

)
which

leaves the center of C0(8) invariant (Proposition 9). Thus α0 ◦ C(f) ◦ α−1
0 is a pair of

automorphisms of
(
M8(F ), t

)
, hence of the form

(
Int(f1), Int(f2)

)
for similitudes f1, f2.

Proposition 25. For any proper similitude f ∈ GO+
8 (F ) there exist proper similitudes f1,

f2 such that: 1) α0 ◦ C(f) ◦ α−1
0 =

(
Int(f1), Int(f2)

)
.

2)

(1) m(f1)−1f1(x ? y) = f(x) ? f2(y),
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(2) m(f)−1f(x ? y) = f2(x) ? f1(y)

and

(3) m(f2)−1f2(x ? y) = f1(x) ? f(y).

The pair (f1, f2) is determined by t up to a factor (m,m−1), m ∈ F×, and we have

m(f1)m(f)m(f2) = 1.

Furthermore, any of the formulas (1) to (3) implies the others.

Proof. Let f be a proper similitude with multiplier m(f). The map O → EndF (O ⊕ O)

given by

ϕ(f) : x 7→
(

0 `f(x)

m(f)−1rf(x) 0

)
=

(
1 0

0 m(f)−1

)
α
(
f(x)

)

is such that (ϕ(f)(x))2 = m(f)−1n
(
f(x)

)
= n(x), so it induces a homomorphism

ϕ̃(f) : C(8)
∼−→ EndF (O⊕O).

By dimension count ϕ̃(f) is an isomorphism. By the Skolem-Noether Theorem, the auto-

morphism ϕ̃(f) ◦ α−1 of EndF (O ⊕ O) is inner. Let ϕ̃(f) ◦ α−1 = Int
(
s0 s1
s3 s2

)
. Computing

α−1◦ ϕ̃(f) on a product xy for x, y ∈ O shows that α−1◦ ϕ̃(f)|C0 = C(f). Since f is proper,

C(f) is Z-linear. Again by Skolem-Noether we may write α ◦ C(f) ◦ α−1 = Int
( s′0 0

0 s′2

)
.

This implies s1 = s3 = 0 and we may choose s′0 = s0, s′2 = s2. We deduce from

ϕ(f)(x) = Int
(
s0 0
0 s2

)
◦
(
αS(x)

)
that

`f(x) = s0`xs
−1
2 and m(f)−1rf(x) = s2rxs

−1
0

or

s0(x ? y) = f(x) ? s2(y) and s2(y ? x) = m(f)−1s0(y) ? f(x), x, y ∈ O.

The fact that C(f) commutes with the involution τ of C0(8) implies that s0, s2 are simil-

itudes and we have m(s0) = m(f)m(s2). Putting f1 = m(s0)−1s0 and f2 = s2 we get (1)

and (3). To obtain (2), we replace x by y ? x in (1). We have

m(f1)−1n(y)f1(x) = f(y ? x) ? f2(y).

Multiplying with f2(y) on the left gives

m(f1)−1n(y)f2(y) ? f1(x) = f(y ? x)m(f2)n(y).

By viewing y as “generic”, we may divide both sides by n(y). This gives (2).

To show uniqueness of f1, f2 up to a unit, we first observe that f1, f2 are unique up to

a pair (r1, r2) of scalars, since

αC(f)α−1 = Int
(
f1 0
0 f2

)
.
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Replacing (f1, f2) by (r1f1, r2f2) gives

µ(f1)(r1)−1f1(x ? y) = r2f2(x) ? f(y) = µ(f1)−1r2f1(x ? y).

This implies r1
−1 = r2. To show that f1, (resp. f2) is proper, we observe that

α ◦ C(f1) ◦ α =
(
Int(f), Int(f2)

)

is the identity on the center. �

Examples 26. Right multiplication ra is a similitude with multiplier n(a) if n(a) 6= 0. The

Moufang identity (ax)(ya) = a(xy)a, which holds in any alternative algebra, in particular

in O, implies the identity

(x ? a) ? (a ? y) = a ?
(
a ? (x ? y)

)

for the “ ? ” multiplication. The corresponding similitudes are

(ra)1 = n(a)−1`a and (ra)2 = n(a)−1`a ◦ `a.
Another interesting case is given by reflections. If

πa(x) =
bn(x, a)

n(a)
a− x.

is the reflection with respect to some a ∈ O with n(a) 6= 0, then C(πa) = Int(a) in C(V, q),

so that α ◦ C(πa) ◦ α−1 = Int
(
α(a)

)
. This implies

πa(x) ? (a ? y) = a ? (y ? x)

and

(πa ◦ πb)(x) ?
(
(b ? y) ? a)

)
= a ?

(
(x ? y) ? b

)
,

Thus

(πa ◦ πb)1 = `a ◦ rb and (πa ◦ πb)2 = `b ◦ ra

Passing from GO+
8 to PGO+(8), we get well defined automorphisms of PGO+(8), ρ : [f ] 7→

[f1], ρ′ : [f ] 7→ [f2], and uniqueness in Proposition 25 implies that ρ′ = ρ2, ρ3 = 1. Let π be

the automorphism of PGO+(8) induced by Int(π). It also follows from Proposition 25 and

the identity π(x ? y) = π(y) ? π(x) that π ◦ ρ = ρ2 ◦ π. Thus :

Corollary 27 (Global triality). The set {π, ρ} generate a subgroup of AutF
(
PGO+(8)

)

isomorphic to S3.

Proof. The fact that S3 acts on PGO+(8) follows from the relations given above. The fact

that the action is faithful follows from the Examples 26. �

The action of S3 on o(8) given in Proposition 18 and the action on PGO+(8) given in

Corollary 27 are related:



NOTES ON TRIALITY 19

Proposition 28. Assume that [f ] ∈ PGO+(8) is represented by the matrix f ∈ GO+
8 (F )

with ff t = m(f) and that ρ([f ]) (resp. ρ2([f ]) is represented by f1 (resp. f2) as above. We

then have for any skew symmetric matrix U
1)
(
C(f) ◦ ad−1

)
(U) = ad−1(fUf−1),

2) dρ(fUf−1) = f1dρ(U)f−1
1 , dρ(f1Uf−1

1 ) = f2dρ(U)f−1
2 and dρ(f2Uf−1

2 ) = fdρ(U)f−1

3) dρ2(fUf−1) = f2, dρ(U)f−1
2 dρ2(f1Uf−1

1 ) = fdρ(U)f−1 and dρ2(f2Uf−1
2 ) = f1dρ(U)f−1

1 .

Furthermore, for the conjugation π ∈ GO(8), we have

4) dρ(πUπ) = πdρ2(U)π and dρ2(πUπ) = πdρ(U)π.

Proof. The first formula is already in Proposition 9. We check the second. By definition

we have α0 ◦ ad−1(U) =
(
dρ(U), dρ2(U)

)
. Thus

(
dρ(fUf−1), dρ2(fUf−1

)
= α ◦ ad−1(fUf−1)

=
(
α ◦ C(f) ◦ ad−1

)
(U)

=
(
α ◦ C(f)α−1

)
◦
(
α ◦ ad−1

)
(U)

=
(
α ◦ C(f)α−1

)(
dρ(U), dρ2(U

)

=
(
f1dρ(Uf−1

1 ), f2dρ2(U)f−1
2

)

The proofs of the other formulas are similar. �

For any algebraic group scheme G over F there is a Lie algebra Lie(G) over F defined as

follows (see for example the book of Waterhouse, Introduction to Affine Group Schemes):

Denote by F [ε] the F -algebra of dual numbers, i.e., F [ε] = F · 1⊕ F · ε with multiplication

given by ε2 = 0. There is a unique F -algebra homomorphism κ : F [ε] → F with κ(ε) = 0.

The kernel of G(F [ε])
G(κ)−−→ G(F ) carries a natural F -vector space structure: addition is the

multiplication in G(F [ε]) and scalar multiplication is defined by the formula a·g = G(`a)(g)

for g ∈ G(F [ε]), a ∈ F , where `a : F [ε]→ F [ε] is the F -algebra homomorphism defined by

`a(ε) = aε. The kernel of G(F [ε])
G(κ)−−→ G(F ) is the Lie algebra Lie(G). If G ⊂ GLn(F )

Lie(G) = {a ∈Mn(F ) | 1 + aε ∈ G(F )}.

The Lie algebra structure on Lie(G) can be recovered as follows (see Waterhouse, p. 94)).

Consider the commutative F -algebra R = F [ε, ε′] with ε2 = 0 = ε′2. From d, d′ ∈ Lie(G) we

build two elements g = 1+dε and g′ = 1+d′ε′ in G(R). A computation of the commutator

of g and g′ in G(R) yields gg′g−1g′−1 = 1 + d′′εε′ where d′′ = [d, d′] in Lie(G). For example

Lie(GO+
n ) = {a ∈Mn(F ) | a + at ∈ F}

and

Lie(PGO+
n ) = Lie(GO+

n )/F = {a ∈Mn(F ) | a + at = 0}
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Any homomorphism of group schemes f : G→ H induces a commutative diagram

G(F [ε])
fF [ε]−−−→ H(F [ε])

G(κ)

y
yH(κ)

G(F )
fF−−−→ H(F )

and hence defines an F -linear map df : Lie(G)→ Lie(H), which is a Lie algebra homomor-

phism, called the differential of f .

Proposition 29. The differential of the action of S3 on PGO+
8 in Corollary 27 is the

action defined in Proposition 18.

Proof. We only check that the differential of ρ in Corollary 27 is dρ as defined in Proposition

18. Let [g] = [1 + aε] ∈ PGO+
8

(
F [ε]

)
, so that [a] ∈ Lie(PGO+

8 ) = Lie(GO+
n )/F . By

definition of the differential we have [ρ(g)] = [1 + dρ(a)ε] and by definition of triality

m(ρ(g)−1)ρ(g)(x ? y) = g(x) ? ρ2(g)(y).

Thus (
1 + dρ(a)ε

)
(x ? y) = (1 + aε)(x) ?

(
1 + dρ2(a)ε

)
(y)

or

dρ(a)(x ? y) = a(x) ? y + x ? dρ2(a)(y)

hence the claim by definition of triality on o(8). �

10. Triality and the group Spin(8)

Proposition 25 describes triality for similitudes: to any proper similitude f we associate

two proper similitudes f1 and f2 such that

α0 ◦ C(f) ◦ α−1
0 =

(
Int(f1), Int(f2)

)

and m(f1)−1f1(x ? y) = f(x) ? f2(y) holds. However the pair (f1, f2) is only defined up to a

nonzero scalar. Let O+(8) be the group of proper isometries (i.e., proper similitudes f with

multiplier m(f) = 1) It is a natural question to ask if f is taken in O+(8), can (f1, f2) be so

normalized that they also belong to O+(8)? As we shall see this is not the case in general.

We first go back to the case of quadratic space (V, q) of even dimension. Let C0(V, q)× be

the group of units of the even Clifford algebra C0(V, q). The even Clifford group Γ+(V, q)

is defined as

Γ+(V, q) = {c ∈ C0(V, q)× | cV c−1 ⊂ V }
For c ∈ Γ+(V, q) and all v ∈ V we have

τ0(cvc−1) = τ0(c−1)vτ0(c) = cvc−1
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Thus vτ0(c)c = τ0(c)cv and µ(c) = τ0(c)c lies in the center F of C0. Let

Spin(V, q) = {c ∈ Γ+(V, q) | τ(c)c = 1}

The homomorphism

χ : Spin(V, q)→ O+(V, q) given by χ(c)(v) = cvc−1

is called the vector representation of Spin(V, q). For any f ∈ O+(V, q) C(f) is an inner

automorphism of C0(V, q), hence lifts to an element c of Γ+(V, q). The class of µ(c) = τ0(c)c

in F×/F×2 depends only on f . We note it Sn(f).

Proposition 30. The vector representation χ fits into an exact sequence:

1→ {±1} −→ Spin(V, q)
χ−→ O+(V, q)

Sn−→ F×/F×2.

Proof. The proof follows readily from the definition of the different maps and we leave it

as an exercice. �

Going back to triality, we claim:

Lemma 31. For f ∈ O+(8) and ρ(f) = f1, ρ2(f) = f2 we have [m(f1)] = [m(f2)] = Sn(f)

in F×/F×2. In particular if f ∈ O+(8), then f1, f2 can be chosen in O+(8) if and only

f ∈ O+(8) can be lifted to Spin(8).

Proof. Let f = χ(c); we have α0(c) = (f1, f2) and α0

(
τ0(c)

)
= (f t1, f

t
2) since α0 is an

isomorphism of algebras with involution. Thus

Sn(f) = cτ0(c) = (f1f
t
1, f2f

t
2) =

(
m(f1), m(f2)

)

hence the claim. �

Lemma 31 can be used to give a nice description of Spin(8). For c ∈ Spin(8), let α0(c) =

(c+, c−) ∈ GO+(8) × GO+(8); the two projections χ+ : c → c+, χ− : c → c−are called the

half-spin representations of Spin(8).

Proposition 32. 1) For any c ∈ Spin(8), c+ and c− are proper isometries, hence elements

of O+(8).

2) There is an isomorphism

Spin(8) ' {(t, t+, t−) | t, t+, t− ∈ O+(8), t(x ? y) = t−(x) ? t+(y)}

such that the vector representation χ : Spin(8)→ O+(8) corresponds to the map (t, t+, t−) 7→
t. The other projections (t, t+, t−) 7→ t+ and (t, t+, t−) 7→ t− correspond to the half-spin

representations χpm of Spin(S, n).
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Proof. We have α0

(
τ0(c

)
= (c+t, c−t) since α0 is an isomorphism of algebras with involution.

Thus the condition τ0(c)c = 1 implies that c+ and c− are orthogonal matrices. We know

already that they are proper. Let

O′(8) = {(t, t+, t−) | t+, t, t− ∈ O+(8), t(x ? y) = t−(x) ? t+(y)},
Then c 7→ (χ(c), t+, t−) defines an injective group homomorphism φ : Spin(8) → O′(8. It

is also surjective, since, given (t, t+, t−) ∈ O′(8), we have (t, t+, t−) = φ(c) for α0(c) =

(t+, t−). �

Proposition 27 implies that if (t, t+, t−) ∈ Spin(8), then also (t+, t−, t) and (t−, t, t+) ∈
Spin(8). Let ρ be the automorphism of Spin(8) given by (t, t+, t−) 7→ (t+, t−, t). Let π be

conjugation in O. It follows from ... that if (t, t+, t−) ∈ Spin(8), then (πtπ, πt−π, πt+π) ∈
Spin(8). So ρ and π : (t, t+, t−) 7→ (πtπ, πt−π, πt+π) induce an action of S3 on Spin(8)

(triality for Spin(8) !)

Let µ2 = ±1 as a multiplicative group.

Lemma 33. The center of Spin(8) can be identified with the group C defined by the exact

sequence

1→ C → µ2 × µ2 × µ2 → µ2 → 1

where the map µ2×µ2×µ2 → µ2 is the multiplication map and the restriction of the action

of S3 on C is through permutations on µ2 × µ2 × µ2.

Proof. In fact the center consists of the triples

C = {(1, 1, 1), ε0 = (1,−1,−1), ε1 = (−1, 1,−1), ε2 = ε0ε1 = (−1,−1, 1)}
which readily implies the claim. �

Let χ′ : Spin(8)→ PGO+(8) be the vector representation χ composed with the projection

O+(8)→ PGO+(8).

Proposition 34. We have an exact sequence

1→ C → Spin(8)
χ′−→ PGO+(8)

in which all the maps are equivariant under the action of S3.

Proof. Exactness follows from the fact that the center of O+ 8) is µ2. The fact that the

maps are equivariant follows from the definition of the actions of S3. �

Remark 35. The fixed elements Spin(8)S3 of Spin(8) under the action of S3 (or even A3)

are isometries f such that f(x ? y) = f(x) ? f(y) for all x, y ∈ O. Such isometries are

automorphisms of the octonion algebra O. Assume that, instead of the octonions O, we

would have an 8-dimensional quadratic space (S, n) endoved with a bilinear multiplication
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“?” such that x ? (y ? x) = (x ? y) ? x = n(x)y. Such “algebras” are called symmetric com-

positions in the Book of Involutions. Then an action of A3 can be defined on PGO+(S, n)

and Spin(S, n) (not a full S3-action, because there is no identity element for the multipli-

cation and no conjugation “π”). This is more than a formal generalization, since there

exist such algebras which are very different from octonions. An example is given by the set

S = M3(F )0 of 3× 3-matrices of trace 0. Assume that F has characteristic different from

2 and 3 and contains a primitive cubic root of unity ω; set µ = 1−ω
3

and define

x ? y = µxy + (1− µ)yx− 1
3

Tr(yx)1

Then ? has the desired properties for the norm n(x) = − 1
6

(
Tr(x)2 − Tr(x2)

)
. For the

induced action of A3 on Spin(S, n) we have

Spin(S, n)A3 = PGL3(F ).

This and similar examples are discussed in the Book of Involution.

11. Central Simple Algebras with Involutions

Let A be a central simple F -algebra of even degree n = 2l, with an F -linear involution

σ of orthogonal type. Let E/F be a finite Galois extension such that there exists

β : (A, σ)⊗ E '
(
Mn(E), t

)
.

(β is a splitting3 of (A, σ).) For any γ ∈ Γ = Gal(E/F ) let γ be the automorphism of(
Mn(E), t

)
defined by γ = β ◦ (1A⊗γ)◦β−1. Clearly γ is semilinear, i.e., γ(λx) = γ(λ)γ(x)

for λ ∈ E and x ∈Mn(E). We have γ1γ2 = γ1 γ2 for all γ1, γ2 ∈ Γ and

(36) A = {x ∈Mn(E) | γ(x) = x for all γ ∈ Γ}.

The map

βγ = γ ◦
(
1Mn(F ) ⊗ γ

)−1

is an E-linear automorphism of
(
Mn(E), t

)
hence is of the form Int(fγ) for fγ ∈ GOn(E).

Thus there is a 1-1-correspondence between the the set of the γ and the set of the βγ. The

βγ satisfy the relations

(37) βγ1γ2 = βγ1γ1(βγ2)

where for any [f ] ∈ PGOn(E), γ([f ]) = [Int
(
1Mn(F ) ⊗ γ

)
(f)]. Conversely, given a set

{βγ, γ ∈ Γ}, satisfying (37), and putting γ = βγ ◦
(
1Mn(E) ⊗ γ

)
, then (36) defines a central

simple algebra A over F of degree n with an orthogonal involution σ, split by E. The map

3this is not the usual definition; In the usual definition one considers the involution induced by the bilinear form

of maximal index
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Γ → PGOn(E), γ 7→ βγ , is a cocycle of Γ with values in PGOn(E). Two cocycles βγ and

β ′γ are equivalent if there exists [b] ∈ PGOn(E) satisfying

β ′γ = [b]βγγ([b])−1.

Equivalent cocycles define isomorphic algebras with involution. The set of cocycles modulo

equivalence is written H1
(
Γ,PGOn(E)

)
. It is bijective with the isomorphism classes of

central simple algebra A over F of degree n with an orthogonal involution σ, split by E.

As in Proposition 9 we define for each γ, a semilinear automorphism C(γ) of
(
C0(n), τ0

)

and obviously (!) C(γ1) ◦ C(γ2) = C(γ1γ2) for all γ1, γ2 ∈ Γ. The F -algebra

C(A, σ) = {x ∈ C0(n) | C(γ)(x) = x for all γ ∈ Γ}

is such that C(A, σ) ⊗ E
∼−→ C0(n) and the involution τ0 of C0(n) induces an involution

σ of C(A, σ). The algebra with involution
(
C(A, σ), σ

)
does not depend (up to canonical

isomorphism) on the choice of the splitting field E/F and is the Clifford algebra of (A, σ).

Equivalently, if (A, σ) is defined by the cocycle βγ, then C(A, σ) is defined by the cocycle

C(βγ). The Clifford algebra of (EndF (V ), σq) is canonically isomorphic to C0(V, q) for any

quadratic space (V, q). The Clifford algebra C(A, σ) was first defined by descent (as here) by

Jacobson (1964) and later rationally (i.e., without descent) by Tits (1968). Another rational

construction is in the Book of Involution. The construction is functorial, in the sense that

any isomorphism β : (A, σ)
∼−→ (A′, σ′) induces an isomorphism C(β) : C(A, σ)

∼−→ C(A′, σ′).

Assume for example that β : (A, σ) ⊗ E ∼−→
(
Mn(E), t

)
=
(
Mn(F ), t

)
⊗ E is a splitting of

algebras with involution (one says that (A, σ) is a twisted form of
(
Mn(F ), t

)
), then

C(β) : C(A, σ)⊗ E ∼−→ C
(
Mn(F ), t

)
⊗ E = C0(n).

The algebra C(A, σ) has the same structure as C0(n). For example (still assuming n even)

its center Z = Z
(
C(A, σ)

)
is a separable quadratic extension of F and C(A, σ) is central

simple over Z if Z is a field. Let Z = F [x]/(x2 − d). We define the discriminant of σ as

disc(σ) = [d] ∈ F×/F×2. If the discriminant is trivial (i.e., disc(σ) = 1) then

(38) C(A, σ) ' C(A, σ)+ × C(A, σ)+

and C(A, σ)+, C(A, σ)− are central simple algebras over F . Fix an isomorphism ζ :

Z
(
C(A, σ)

) ∼−→ F × F . The cocycle C(βγ) restricts to the identity of Z, hence lies in

PGO+
n (E). Conversely given any cocycle with values in PGO+

n (E), C(βγ) will restrict to

the identity on Z
(
C0(n)

)
⊗ E, hence induce an isomorphism ζ : Z

(
C(A, σ)

) ∼−→ F × F .

Hence H1
(
Γ,PGO+

n (E)
)

classifies triples
(
A, σ, ζ : Z

(
C(A, σ)

) ∼−→ F × F ) which are split

over E. Observe that the image of H1
(
Γ,PGO+

n (E)
)

in H1
(
Γ,PGOn(E)

)
classifies algebras

with involutions having trivial discriminant; however the map

H1
(
Γ,PGO+

n (E)
)
→ H1

(
Γ,PGOn(E)

)
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need not be injective.

12. Central Simple Algebras and Triality

Assume from now on that n = 8. Triality acts on PGO+
8 (E) and, by fonctoriality, on

H1
(
Γ,PGO+

8 (E)
)
. Our next aim is to describe this action.

Let A be central simple of degree 8 with an orthogonal involution which is still supposed

to have trivial discriminant. The algebras C(A, σ)+ and C(A, σ)+ in a decomposition (38)

are also central simple of degree 8 and the transport of σ restricts to orthogonal involutions

σ+ of C(A, σ)+, resp. σ− of C(A, σ)−. There a canonical choice of C(A, σ)+ and C(A, σ)−,

related to the isomorphism α0 : C0(8)
∼−→M8 ×M8 of Proposition 13:

Proposition 39. Let βA : (A, σA)⊗E ∼−→
(
M8(E), t

)
be a Galois splitting of (A, σA). There

exist

1) central simple algebras B, C, of degree 8 with orthogonal involutions σB, σC of trivial

discriminant,

2) splittings βB : (B, σB)⊗ E ∼−→
(
M8(E), t

)
, βC : (C, σC)⊗ E ∼−→

(
M8(E), t

)
and

3) an isomorphism αA : C(A, σA)
∼−→ (B, σB)× (C, σC)

such that

α0 ◦ C(βA) = (βB, βC) ◦ (αA ⊗ 1E).

Proof. If βγ ∈ PGO+
8 (E) is a cocycle defining (A, σA), then the cocycles defining (B, σB)

and (C, σC) are given by ρ(βγ) and ρ2(βγ), where ρ acts as in Proposition 27. �

Triality then implies:

Corollary 40. The set H1
(
Γ,PGO+

8 (E)
)

classifies triples (A,B,C) together with canonical

isomorphisms of algebras with involution αA : C(A, σA)
∼−→ B×C, αB : C(B, σB)

∼−→ C×A,

αC : C(C, σC)
∼−→ A× B and S3 acts as permutations on (A,B,C).

Remark 41. A characterization of the possible triples (A,B,C) in (40) is not known. A

necessary condition is [A][B][C] = 1 ∈ Br(F ), but the condition is not sufficient: one can

show that the triple
(
EndF (V ), A, A

)
occur if and only if A is a tensor product of three

quaternions algebras. However there exist, over certain fields, central division algebras

of degree 8, which admit orthogonal involutions with trivial discriminant, and which are

not tensor products of three quaternions algebras. Examples of algebras of degree 8 with

orthogonal involution, which are not tensor products of three quaternion algebras are due

to Amitsur, Rowen, Tignol; the existence of an involution of trivial discriminant on such

an algebra is due to Parimala, Sridharan, Suresh. The condition [A][B][C] = 1 ∈ Br(F )

is however sufficient if [A] = [(a, b)F ], [B] = [(a, c)F ] and [C] = [(a, bc)F ] for quaternion

algebras (p, q)F .
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Remark 42. The isomorphism dρ of (18) restricts to an isomorphism of Lie algebras

Skew(A, σA)
∼−→ Skew(B, σB) even if A 6' B. Similarly, let PGO+(A, σ) be the connected

component of AutF (A, σ). Then ρ induces an isomorphism PGO+(A, σA)
∼−→ PGO+(B, σB).

The split exact sequence of algebraic groups

1→ PGO+
8 → PGO+

8 oS3 → S3 → 1

induces a sequence of pointed sets in Galois cohomology

→ H1
(
Γ,PGO+

8 (E)
)
→ H1

(
Γ,PGO+

8 (E)o S3

)
→ H1(Γ, S3).

The set H1(Γ, S3) classifies cubic étale F -algebras L which are split by E, i.e., such that

L ⊗ E ' E × E × E and H1
(
Γ,PGO+

8

)
was described above. Following the Book of

Involution, we introduce algebraic objects which are classified by H1
(
Γ,PGO+

8 (E)o S3

)
.

We view the triple (A,B,C) as an algebra T over F × F × F with an involution σT =

(σA, σB, σC). The triple αT = (αA, αB, αC) then is an isomorphism of C(T, σT ) with the

F×F×F -algebra (B×C)×(C×A)×(A×B), which in term can be viewed as ρ
(
T⊗(F×F )

)

where

(43) ρ



a1 a2

b1 b2

c1 c2


 =



b1 c2

c1 a2

a1 b2




If (A, σ) =
(
M8(F ), t

)
is split, then also (B, σ) = (C, σ) =

(
M8(F ), t

)
and viewing

o(8)× o(8)× o(8) as a Lie subalgebra of C0(T ) through ad−1, we have

αT ◦ ad−1(x, y, z) =
((
dρ(y), dρ2(z)

)
,
(
dρ(z), dρ2(x)

)
,
(
dρ(x), dρ2(y)

))

for (x, y, z) ∈ o(8)× o(8)× o(8). We say that such a T is split.

Let L be a cubic étale F -algebra split by E (this is no restriction, since E can be taken

as big as necessary) and let T be an L-algebra. If L is not a field we say that T is central

simple over L if each component of T with respect to a field component of L is central

simple. Equivalently T ⊗ F is isomorphic to three copies of M8(F ).

Let T be central simple over L and let σT be an orthogonal involution of T . To extend

the definition of αT given above for L = F × F × F to arbitrary cubic L we need an

isomorphism

αT :
(
C(T, σT ), σ

) ∼−→ (T2, σ2)

where (T2, σ2) is a central simple algebra with involution over a quadratic extension of L,

which is functorially associated with (T, σT ). We take L ⊗∆/L as a quadratic extension,

where ∆/F is the discriminant of L, viewed as a quadratic F -algebra. Then L ⊗ ∆/F
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is a Galois extension with group S3 and L ⊗ ∆/∆ is a Galois extension with group the

alternating group A3, such that

(
L⊗∆

)
⊗ E ∼−→ (E × E)× (E × E)× (E × E).

Let ρ be a generator of Gal(L⊗∆/L); for any L-module V we denote ρ(V ⊗∆) the module

V ⊗∆ with L⊗∆-action twisted through ρ. We set

(T2, σ2) = ρ
(
(T, σ)⊗F ∆

)

and say that (T, σT ) is a trialitarian F -algebra if there exists an isomorphism

(44) αT :
(
C(T, σT ), σ

) ∼−→ ρ
(
(T, σ)⊗F ∆

)

which over some Galois extension E/F reduces to the split αT described above. A trial-

itarian algebra is given by a quadruple (T, L, σT , αT ) and an isomorphism of trialitarian

algebras

Ψ: (T, L, σT , αT )
∼−→ (T ′, L′, σT ′ , αT ′)

is a pair (ψ, φ) with φ : L
∼−→ L′ and ψ : (T, σT )

∼−→ (T ′, σT ′) such that

αT ′ ◦ C(ψ) = ρ
(
ψ ⊗∆(φ)

)
.

Trialitarian F -algebras which are split over the Galois extension E are classified by the

pointed set H1
(
Γ,PGO+(8)oS3

)
. Let ZT be the center of C(T, σT ). The isomorphism (44)

restricts to an isomorphism ZT
∼−→ ρ(L⊗∆) of the centers, which we use to identify ZT with

L⊗∆. In view of Lemma 8 we may identify Skew
(
C(T, σT ), σ

)
with Skew(T, σT )⊗L ZT =

Skew(T, σT )⊗F ∆ so that αT restricts to an isomorphism

αρ : Skew(T, σT )⊗F ∆
∼−→ ρ

(
Skew(T, σT )⊗F ∆

)

which, in turn, can be viewed as a ρ-semilinear automorphism of Skew(T, σT ) ⊗F ∆ as a

Lie algebra. In the split case T = M8 ×M8 ×M8 we have by (43)

αρ



x1 x2

y1 y2

z1 z2


 =



dρ(y1) dρ2(z2)

dρ(z1) dρ2(x2)

dρ(x1) dρ2(y2)




Let απ = 1Skew(T,σT ) ⊗ ι, where ι is conjugation on the quadratic algebra ∆. In the split

case we have

απ



x1 x2

y1 y2

z1 z2


 =



x2 x1

y2 y1

z2 z1


 .
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Proposition 45. The automorphisms αρ and απ generate a subgroup of AutF
(
Skew(T, σT )

)

of semilinear automorphisms isomorphic to S3 = Gal(L ⊗ ∆/F ). The fixed points of the

action

o(T ) = {x ∈ Skew(T, σT ) | αγ(x) = x for all γ ∈ S3}
is a Lie algebra of type D4 associated with the triality T .

Proof. The first claim follows from the explicit description of αρ and απ in the split case.

The last follows by descent. �

If L/F is cubic cyclic the discriminant ∆(L) is split,

ρ
(
L⊗∆) = ρL× ρ2

L

and

αT :
(
C(T, σT ), σ

) ∼−→ ρ(T, σ)× ρ2

(T, σ)

We say in this case that T is cyclic trialitarian. Cyclic trialitarian algebras are classified

by the pointed set H1
(
Γ,PGO+(8)oA3

)
. Denoting the restriction of the two components

of αT to Skew(T, σT ) by (αρ, αρ2), we have αρ2 = α2
ρ and get a Galois descent data for

Skew(T, σT ) from L to F .

Examples 46. 1) If L decomposes as F × Z, Z a quadratic separable extension of F , we

have a corresponding decomposition T = A×C for (C, σC) a central simple Z-algebra with

orthogonal involution. then (Book of Involutions) (C, σC) '
(
C(A, σA), σ)

)
.

2) Let L be a cubic cyclic field extension of F , with ρ a generator of Gal(E/F ). We extend

the multiplication ? used in Section 6 on Õ = L⊗O by (l⊗x)?(l′⊗x′) = ρ(l)ρ2(l′)⊗x?x′).
Then α0 extends to an isomorphism

C
(
EndL(Õ), t

) ∼−→ ρEndL(Õ)× ρ2

EndL(Õ)

which defines a trialitarian structure on EndL(Õ).

3) Using the generic formulas given in Section 7, it is possible to define a generic trialitarian

algebra, which is a division algebra over its center. Details are in a forthcoming joint paper

with Parimala and Sridharan.


