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LANDAU LEVEL PROJECTION

We consider electrons confined to the two-dimensional
x-y plane and in a transverse magnetic field:

Ĥ0 =
1

2m

(
P̂ − eA(r)

)2

. (1)

In the Landau gauge, A(r) = B(0, x, 0) (r = (x, y, z)),
translations along the y direction leave the Hamiltonian
invariant such that the momentum in this axis, py, is a
good quantum number. On a torus of size Lx × Ly the
wave function of the first Landau level reads:

φpy (r) =
1√
Ly

1√
lB
√
π
e−(x/lB−sign(B)pylB)2/2eipyy. (2)

Here the magnetic length scale is defined as l2B = φ0

2π|B| ,

with φ0 = h
e , and the number of magnetic fluxes piercing

the system, Nφ = |B|V
φ0

, is an integer so as to guarantee
uniqueness of the wave function. Finally the momentum
in the y-direction is given py = 2πn

Ly
with n ∈ 1, · · · , Nφ.

From here onwards we will consider the case of B > 0.

The orbital wave function of the first Landau level of
free electrons in a magnetic field and that of the zero
energy Landau level (ZLL) in graphene are identical. In
graphene, however, there is an SU(4) symmetry such the
electron carries an additional flavor index, a ∈ 1, · · · , 4.
Let ĉpy,a destroy an electron in the ZLL with flavor index
a and momentum py. These operators satisfy canonical
fermion commutation rules:{

ĉ†py,a, ĉp′y,a′
}

= δa,a′δpy,p′y ,
{
ĉpy,a, ĉp′y,a′

}
= 0. (3)

Our Hamiltonian is defined in terms of projected field
operators.

ψ̂a(r) =

Nφ∑
py=1

φpy (r)ĉa,py . (4)

Since the ZLL does not span the Hilbert space the pro-
jected field operators do not satisfy the fermion canonical
commutation rules, and before formulating the AFQMC
we have to express everything in terms of the canonical
operators ĉa,py . Defining the Fourier transform of the
four component spinor:

ψ̂†p =
1√
V

∫
V

d2reip·rψ̂†(r) (5)

we obtain

Ĥ =

5∑
i=0

∫
V

d2r
Ui
2

[ψ̂†a(r)Oiabψ̂b(r)− C(r)δi,0]2

=

5∑
i=0

Ui
2

∑
q

∑
q′

∫
V

d2r(
1

V
eiq·rN̂ i(q))(

1

V
eiq
′·rN̂ i(q′))

=
1

2V

5∑
i=0

∑
q

N̂ i(q)UiN̂
i(−q)

(6)

Here, O0, is the unit matrix and ψ̂†(r)Oiψ̂(r) =
1
V

∑
q e
−iq·rN̂ i(q) for i = 1 · · · 5 and ψ̂†(r)ψ̂(r) − C(r)

= 1
V

∑
q e
−iq·rN̂0(q).

Neglecting the constant background term at i = 0, the
density operators N̂ i(q), can be expressed in terms of the
canonical operators ĉ†py :

N̂ i(q) =
∑
p

ψ̂†pO
iψ̂p−q

=
1

V

∑
p

∫
V

∫
V ′
d2rd2r′eip·re−i(p−q)·r′

∑
k1

ĉ†k1
φ∗k1

(r)Oi
∑
k2

ĉk2φk2(r′)

=
1

V

∑
p

∑
k1

∑
k2

ĉ†k1
Oiĉk2

∫
V

∫
V ′
d2rd2r′(

1√
Ly

π−
1
4

√
lB
e−ik1ye

− 1
2 ( x
lB
−k1lB)2

eip·r

)

·

(
1√
Ly

π−
1
4

√
lB
e+ik2y

′
e
− 1

2 ( x
′

lB
−k2lB)2

ei(p−q)·r′

)

=
∑
p

2lBπ
1/2

Lx
eipxpyl

2
Be−l

2
Bp

2
x/2

ei(px−qx)(py−qy)l2Be−l
2
B(px−qx)2/2ĉ†pyO

iĉpy−qy

=
1

2
√
π
e−l

2
Bq2/4

∑
py

eiqxpyl
2
B ĉ†

py+
qy
2

Oiĉpy−
qy
2

(7)

In the last step, the sum over px is carried out by chang-
ing sums to integrals and taking the limit Lx →∞. With
the substitution k = py +

qy
2 and

n̂i(q) =

Nφ∑
k=1

4∑
a,b=1

F (q)e
i
2 (2k−qy)l2Bqx(ĉ†a,kO

i
a,bĉb,k−qy

− 2δqy,0δi,0)

(8)

the Hamiltonian reads:

Ĥ =
1

8πV

5∑
i=0

∑
q

n̂i(q)Uin̂
i(−q). (9)
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In the above, a(b) = 1, 2, 3 and 4 is the flavor index, and

F (q) ≡ e−
1
4 (q2

x+q2
y)l2B . The background term 2δqy,0δi,0

can easily be verified by Fourier transform the real space
background C(r) (see main text).

As we will shown in the next subsection, this exponen-
tial decaying factor is essential for the QMC simulation
since it provides a natural cutoff for the momenta q. Fi-
nally, setting the magnetic unit length to unity such that
2π
V = 1

Nφ
we obtain:

Ĥ =
1

16π2Nφ

5∑
i=0

∑
q

n̂i(q)Uin̂
i(−q) (10)

FIERZ IDENTITY AND ABSENCE OF THE
NEGATIVE SIGN PROBLEM

To avoid the negative sign problem in the QMC simu-
lations we use the Fierz identity to rewrite Eq. (6) as:

H =
1

2Nφ

3∑
i=0

∑
q

n̂i−qg
in̂iq (11)

Instead of the original density operators in Eq. (27), the
ni(i = 0, 1, 2, 3) operators are based on 4 matrix:

I4, τx ⊗ I2, τy ⊗ I2, τz ⊗ I2. (12)

Eq. (11) is identical to Eq. (6) when g0

8π2 = U0 +U , g1

8π2 =
g2

8π2 = −2U , and g3

8π2 = 2U . The form of Eq. (11) is also
used in the discussion of quantum hall ferromagnetism.?

Here we consider the SO(5) symmetric point and set Ui =
−U for i ∈ 1, · · · , 4. The absence of sign problem holds
for the region of U0 ≥ −U , follows from the work of Ref.?

and is discussed in detail in reference.? The above matrix
structure also gives an explicit SU(2) symmetry which
holds for each Hubbard-Stratonovich field configuration.

TROTTER ERRORS

Since n(q)† = n(−q), the exponential of operators at
each time slice is given by:

e
− ∆τ

2Nφ
(n̂iqg

in̂i−q+n̂i−qg
in̂iq)

=e
− ∆τ

4Nφ
[gi(n̂iq+n̂i−q)2−gi(n̂iq−n̂

i
−q)2]

(13)

To ensure hemiticity, we use a symmetric Trotter de-
composition:

Z = Tr

[
N∏
m=1

e−
∆τ
2 Ĥm

1∏
n=N

e−
∆τ
2 Ĥn

]Lτ
(14)

where Ĥm corresponds to the N = 2× 4×Nq operators

± gi

4Nφ
(n̂iq±n̂i−q)2. Nq is the number of momentum points

used for the simulation. As we will see below Nq scales
as Nφ.

For two operators Ĥ1 and Ĥ2 the leading order error
produced in the symmetric Trotter decomposition reads:

e−
∆τ
2 Ĥ1e−∆τĤ2e−

∆τ
2 Ĥ1

=e−∆τ(Ĥ1+Ĥ2)+ ∆τ3

12 [2Ĥ1+Ĥ2,[Ĥ1,Ĥ2]] +O(∆τ4)
(15)

Iterating the above formula gives:

N∏
m=1

e−
∆τ
2 Ĥm

1∏
n=N

e−
∆τ
2 Ĥn = e−∆τ((

∑N
m=1 Ĥm)+λ̂)+O(∆τ4)

(16)
where

λ̂ ≡ −∆τ2

12
(

N−1∑
m=1

N∑
m′=m+1

[2Ĥm + Ĥm′ , [Ĥm, Ĥm′ ]]

+

N−1∑
m=1

N∑
m′=m+1

N∑
m′′=m+1

[Ĥm′ , [Ĥm, Ĥm′′ ]](1− δm′,m′′))

(17)
and δm′,m′′ the Kronecker delta. Using time dependent
perturbation theory, we then obtain:

(
N∏
m=1

e−
∆τ
2 Ĥm

1∏
n=N

e−
∆τ
2 Ĥn

)Lτ

=e−βĤ − e−βĤ
∫ β

0

dτeτĤ λ̂e−τĤ +O(∆τ3)

(18)

with Lτ = β
∆τ the number of time slices. λ̂ is measure of

the leading order error on the free energy density:

fQMC ≡−
1

βV
ln Tr (

N∏
m=1

e−
∆τ
2 Ĥm

1∏
n=N

e−
∆τ
2 Ĥn)Lτ

=f +
1

βV

∫ β

0

dτ〈eτĤ λ̂e−τĤ〉+O(∆τ3)

=f +
1

V
〈λ̂〉+O(∆τ3)

=f +
1

2πNφ
〈λ̂〉+O(∆τ3)

(19)
In the above we have set lB = 1 so as to replace V by Nφ,

and f = − 1
βV ln Tr e−βĤ . Since the interacting operators

for different masses i do not commute with each other,
the Trotter decomposition breaks the SO(5) symmetry of
Hamiltonian (a SU(2) symmetry is left due to the Fierz
identity in Eq. (11)).

To evaluate the expectation value of λ̂, we first evaluate
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the commutator of two density operators:

[n̂i(q1), n̂j(q2)]

=F (q1)F (q2)
∑
k

ĉ†k{e
i
2 (2k−(q1y+q2y))l2B(q1x+q2x)

(2 cos(θq1,q2)[Oi, Oj ] + 2i sin(θq1,q2){Oi, Oj})}
ĉk−(q1y+q2y)

=
F (q1)F (q2)

F (q1 + q2)
{n̂[Oi,Oj ](q1 + q2)2 cos(θq1,q2)

+n̂{O
i,Oj}(q1 + q2)2i sin(θq1,q2)}

(20)

where θq1,q2 =
l2B
2 (q1yq2x − q1xq2y), and

n̂[Oi,Oj ](q) ≡
Nφ∑
k=1

F (q)e
i
2 (2k−qy)l2Bqx(ĉ†k[Oi, Oj ]ĉk−qy )

n̂{O
i,Oj}(q) ≡

Nφ∑
k=1

F (q)e
i
2 (2k−qy)l2Bqx(ĉ†k{O

i, Oj}ĉk−qy )

(21)
Since the density operators do not commute we can esti-
mate the magnitude of the Trotter error as follows. Let
||Â|| ≡ max|Ψ〉,|||Ψ〉||=1||Â|Ψ〉||. Since the Hamiltonian∑
mHm is an extensive quantity, ||

∑
mHm|| ∝ NΦ. Here

m runs over a set of order NΦ momenta, hence implies
that typically, Hm ∝ N0

Φ. Using this to estimate the
systematic error, yields the result:

fQMC = f +O
(
∆τ2N2

Φ

)
. (22)

Hence, to keep the Trotter error under control we have
to scale ∆τ as 1/NΦ.

The Trotter error in our model has a different scaling
behavior, than for models with only local interaction such
as the Hubbard model. For local interactions ||λ|| scales
as NΦ, such that the systematic error on the free energy
density is size independent.

An improved estimator is introduced, based on the
SO(5) invariant structure factor:

S(q) =
1

Nφ

5∑
i=1

〈n̂iqn̂i−q〉. (23)

The magnetization and correlation ratio used for the scal-
ing analysis in the main part of the paper is based on the
above structure factor.

Fig. 1 shows a numerical comparison of the correlation
ratio for multiple system sizes. In Fig. 1 (a) we consider
a constant ∆τ while in Fig. 1 (b) we scale ∆τ with the
volume: ∆τ = 25.6π2/Nφ. As mentioned previously, our
Trotter decomposition breaks the SO(5) symmetry such
that a convenient measure of the finite time step sys-
tematic error is the discrepancy between the Néel and
VBS order parameters. At constant ∆τ = 3.2π2 the
correlation ratio defined from the Néel, VBS and SO(5)
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FIG. 1. Correlation ratio R of Neel, VBS order and the im-
proved estimator for a fix ∆τ as 3.2π2 (a), and for a linear
scaling of ∆τ = 25.6π2/Nφ (b). The simulation is based on
U0 = 1.0, of system sizes Nφ = 4, 8, 12, 16, ...32, with β = 1.

order parameters progressively differ as a function of sys-
tem size. On the other hand, for simulations where we
keep ∆τNφ constant, see Fig. 1 (b), no SO(5) symmetry
breaking up to Nφ = 32 is apparent. In all our simula-
tions we have kept ∆τNφ constant.

CUTOFF

The effective interacting strength in Eq. (11) is con-
trolled by a momentum dependent function F (q) in
Eq. (27):

F (q) = e−
1
4 (q2

x+q2
y)l2B (24)

The exponential decay of the interacting strength gives a
natural cutoff in the momentum space. In particular, we
we can consider momenta satisfying F (q) > Fmin. As
shown in Fig. 2, for Nφ = 4, 8 and 12 at U0 = U = 1,
the cutoff dependence of the correlation ratio is negligible
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FIG. 2. Correlation ratio as a function of Fmin for Nφ = 4, 8
and 12, at U0 = U = 1, β = 160π2,∆τ = 3.2π2.
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FIG. 3. Ground state energy (a) and magnetic order parame-
ter (b) based on AFQMC as a function of ∆τ , as well as ED.
The calculation is performed at U0 = 0.5, U = 1.0 for Nφ = 3.

up to Fmin = 0.01. In our calculations, we have chosen
Fmin = 0.01. Setting lB = 1 implies that the number of
q-vectors we consider for a given cutoff scales as Nφ.

COMPARISON TO EXACT DIAGONALISATION

A benchmark calculation of QMC with the exact diag-
onalization(ED) is performed, based on comparing exact

U0 〈m〉0 η χ2/DOF

-1.0 0.03(1) 0.33(2) 1.51

-0.5 0.01(1) 0.28(2) 1.32

0.0 0.03(1) 0.29(2) 1.78

0.25 0.028(7) 0.27(1) 0.92

0.5 0.04(1) 0.28(2) 0.25

1.0 0.05(1) 0.28(2) 1.17

2.0 0.064(7) 0.26(2) 0.98

4.0 0.11(1) 0.26(2) 1.75

8.0 0.27(1) 0.38(2) 1.11

TABLE I. Collective fit using Eq. (25).

ground state of a half filled system, to a finite tempera-
ture AFQMC simulation at low enough temperature (β =
320π2). As an example we consider U0 = 0.5, U = 1.0 at
Nφ = 3. In Fig. 3, we see that the two methods show
consistent results for the ground state energy and the
SO(5) invariant correlation function at zero momentum
in the limit of small ∆τ . Both the Neel(VBS) correlation
function based on the average value of density operators
of only the i = 1, 2, 3 (4, 5) term in Eq. (23) are equally
shown in Fig. 3(b).

FITTING OF THE MAGNETIZATION:
PROXIMITY TO FIX-POINT COLLISION

At a critical point, we expect the order parameter to

scale as m ∝ L−
η+z

2 where L is the linear length of
the system. On the other hand, in the ordered phase
m = m0 + b/L + c/L2 + · · · is an analytical function.
The fitting form we heuristically suggest, reflects the
notion of an ordered phase in the proximity of a criti-
cal point. On length scales smaller than the correlation
length, we expect a power-law that gives way to an an-
alytical form once we can resolve the correlation length.
We have found that for vanishing b and c,

m = m0 + aN
− η+z

4

φ , (25)

we obtain a good fit (see Table I) when all the system
sizes are included. Note that L ∝

√
NΦ. The η exponent

is robust as a function of U0, except for the point of U0 =
8. On the other hand, the extrapolated magnetization
becomes nonzero when U0 ≥ 0.25.

U0 DEPENDENCE OF 1/g

In this section, we derive the dependence of the cou-
pling strength parameter 1/g in the non-linear sigma
model on U0/U in our Hamiltonian. We perform a gra-
dient expansion calculation to integrate out fermions, in
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order to get an effective bosonic action which contains
only the order parameters.

First we write our Hamiltonian using a Fierz identity,
such that the SU(4) invariant interaction (U0 term) is
transformed to a sum of interacting terms over all trace-
less 4× 4 matrices:

Ĥ =
1

2Nφ

∑
q

(
U0n̂

0(q)n̂0(−q)− U
5∑
i=1

n̂i(q)n̂i(−q)

)

=
1

2Nφ

[
−Ũ

5∑
i=1

∑
q

n̂i(q)n̂i(−q)

− Ṽ
∑
i<j

∑
q

Ŝij(q)Ŝij(−q)


(26)

where

n̂i(q) =

Nφ∑
k=1

4∑
a,b=1

e−
q2l2B

4 e
i
2 (2k−qy)l2Bqx(ĉ†a,kO

i
a,bĉb,k−qy

−2δqy,0δi,0),

Ŝij(q) =

Nφ∑
k=1

4∑
a,b=1

e−
q2l2B

4 e
i
2 (2k−qy)l2Bqx(ĉ†a,kΓija,bĉb,k−qy ),

(27)
and the 10 generators Γij of the SO(5) group are defined
for i < j:

Γij ≡ − i
2

[Oi, Oj ]. (28)

The identity in Eq. 26 follows from the Fierz identity,
with

Ũ = U +
1

5
U0 Ṽ =

1

5
U0. (29)

From now on we adopt Einstein summation notation for
the 4 fermion flavor index, and denote by Nφ the number
of flux quanta piercing the lattice.

Using Hubbard-Stratonovich transformations, the par-
tition function can be recast as:

Z = Tr e−βH

=

∫ ∏
q,τ

∏
l

∏
i<j

dπ′l(q, τ)dΠij(q, τ)TrFT

exp

{
−
∫
dτ
∑
q

[
5∑
i=1

ŨNφ
2

π′i(q, τ)π′i(−q, τ)

+
∑
i<j

Ṽ Nφ
2

Πij(q, τ)Πij(−q, τ)

+

5∑
i=1

Ũπ′i(−q, τ)n̂i(q, τ)

+
∑
i<j

ṼΠij(−q, τ)Ŝij(q, τ)

 .

(30)

The constraint of π′
†
i (q, τ) = π′i(−q, τ) and Π†ij(q, τ) =

Πij(−q, τ) holds and T denotes time ordering. Next
we introduce Grassmann variables as eigenvalues of the
canonical fermion annihilation operator to obtain:

Z =

∫ ∏
q,τ

∏
l

∏
i<j

dπ′l(q, τ)dΠij(q, τ)
∏
k,τ∫

dc†k(τ)dck(τ)e−S(π′,Π,c†,c)

(31)

where

S =

∫
dτ
∑
q

∑
k

[
c†k(τ)

∂

∂τ
ck(τ)

−
5∑
i=1

(
Ũπ′i(−q, τ)e−

1
4q

2l2Beikl
2
Bqxc†k−qy/2(τ)Oick+qy/2(τ)

+
ŨNφ

2
π′i(q, τ)π′i(−q, τ)

)
−
∑
i<j

(
ṼΠij(−q, τ)e−

1
4q

2l2Beikl
2
Bqxc†k−qy/2(τ)Γijck+qy/2(τ)

+
Ṽ Nφ

2
Πij(q, τ)Πij(−q, τ)

)]
(32)

To pursue, we note the following:

• We define Φ0 ≡ V
Nφ

= φ0

B = 2πl2B where φ0 is the

flux quanta, and set the magnetic length lB = 1.

• The saddle point approximation of Eq. 32 (based
on the half-filled 4 flavor system) gives π′i(0, τ) = 2

and a fermionic single particle gap of ∆sp = 2Ũ .
Thus we will rescale the scalar field as

πi =
1

2
π′i. (33)

With this rescaling, the modulus of the SO(5) vec-
tor is pinned to unity:

∑
i π

2
i = 1. We will omit

the amplitude fluctuations of this field such that
the quadratic term of the π fields are constant and
can be neglected.

• We pin one of the five components of the π-vector
(say π5) to a constant in space and time:

(π1, π2, π3,π4, π5) ≡ (π̃1 sin ν, π̃2 sin ν,

π̃3 sin ν, π̃4 sin ν, cos ν) ν → 0
(34)

with the constraint π̃2
1 + π̃2

2 + π̃2
3 + π̃2

4 = 1. Then, we
will only consider 4 out of 10 angular momentum
fields in the action: Πi5 (i = 1, 2, 3, 4) because from
what we will show below These angular momen-
tum fields rotate the π-vector around the 5th axis
and hence provide contributions of order ν to the
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bosonic action: Πi5πi. On the other hand, the con-
tributions from other 6 angular momentum fields
(Πijπiπj for i < j < 5) leads to terms in the action
that are of order ν2.

• From Eq. 32 onwards we omit the repeated flavor
indices by using the notation, e.g.

c†k−qy/2Γijck+qy/2 ≡
4∑
a=1

4∑
b=1

c†a,k−qy/2Γija,bcb,k+qy/2. (35)

With the above, Eq. 32 simplifies to:

S =

∫
dτ
∑
q

∑
k

[
c†k(τ)

∂

∂τ
ck(τ)− λc†k(τ)O5ck(τ)

−λ
4∑
i=1

πi(−q, τ)e−
1
4q

2l2Beil
2
Bkqxc†k−qy/2(τ)Oick+qy/2(τ)

+
Ṽ Nφ

2

4∑
i=1

Πi5(q, τ)Πi5(−q, τ)

−λ′
4∑
i=1

Πi5(−q, τ)e−
1
4q

2l2Beil
2
Bkqxc†k−qy/2(τ)Γi5ck+qy/2(τ)

]
(36)

where the coupling constants λ and λ′ read:

λ = 2Ũ

λ′ = Ṽ .
(37)

To proceed we perform a long wave-length and low
frequency expansion. We use the Fourier transform con-
ventions:

cl(τ) =
1

β

∑
ω

e−iωτ cl(ω),

cl(ω) =

∫ β

0

dτeiωτ cl(τ), ω =
π(2n+ 1)

β

πi(x, τ) =
1

β

∑
q

∑
ω

e−iq·xe−iωτπi(q, ω),

πi(q, ω) =
1

V

∫
d2x

∫ β

0

eiq·xdτeiωτπi(x, τ), ω =
2πn

β
(38)

In momentum and frequency space, the action reads:

S = SΠ + Sc (39)

where

SΠ =
1

β

Ṽ Nφ
2

∑
ω

∑
q

4∑
i=1

Πi5(q, ω)Πi5(−q, ω)

2
(40)

and

Sc =
1

β

∑
ω1

∑
ω2

∑
k1

∑
k2

c†k1
(ω1)

[
(iω1 − λO5)δk1,k2δω1,ω2

−λ
β

( ∑
i=1,4

∑
q

πi(−q, ω1 − ω2)

e−
1
4q

2l2Beil
2
B(k1+qy/2)·qxOiδk1,k2−qy

)
−λ
′

β

( ∑
i=1,4

∑
q

Πi5(−q, ω1 − ω2)

e−
1
4q

2l2Beil
2
B(k1+qy/2)·qxΓi5δk1,k2−qy

)]
ck2

(ω2)

(41)

We can now integrate out the fermion degree’s of free-
dom to obtain an action of order parameter and angular
momentum fields. Introducing the super-index k ≡ (k, ω)
we obtain:

Z =

∫ ∏
q,τ

∏
l

∏
i<j

dπ′l(q, τ)dΠij(q, τ)

∫ ∏
k

(Dc†k, Dck)e−Sce−SΠ

=

∫ ∏
q,τ

∏
l

∏
i<j

dπ′l(q, τ)dΠij(q, τ)

∫ ∏
k

(Dc†k, Dck)

e
−

∑
k1,k2

c†k1
(h0+h1+h2)k1,k2

ck2 e−SΠ

≡
∫ ∏

q,τ

∏
l

∏
i<j

dπ′l(q, τ)dΠij(q, τ)e−Sπ,Π−SΠ

(42)
where the matrices are given by:

[h0]k1,k2
=

1

β
(iω1 − λO5)δk1,k2

[h1]k1,k2
=− 1

β2
λ

4∑
i=1

Oi
∑
q

πi(−q, ω1 − ω2)

e−
1
4q

2l2Be−il
2
Bqx(k1+

qy
2 )δk1,k2−qy

[h2]k1,k2
=− 1

β2
λ′

4∑
i=1

Γi5
∑
q

Πi5(−q, ω1 − ω2)

e−
1
4q

2l2Be−il
2
Bqx(k1+

qy
2 )δk1,k2−qy

(43)

Note that the Kronecker delta function reads δk1,k2
≡

δk1,k2
δω1,ω2

. Integration over the fermionic degrees of
freedom gives:

Sπ,Π =− ln det[(h0 + h1 + h2)]

=− Tr ln[h0 + h1 + h2]

=− Tr{ln[1 + h−1
0 h1 + h−1

0 h2] + lnh0}
(44)

with

h−1
0 = β

iω + λO5

(iω)2 − λ2
δk1,k2

(45)
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Omitting the constant background term (lnh0), and ex-
panding the above equation up to second order yields:

Seff (π) =− Tr[h−1
0 h1 + h−1

0 h2 −
1

2
h−1

0 h1h
−1
0 h1

−1

2
h−1

0 h2h
−1
0 h2 −

1

2
h−1

0 h1h
−1
0 h2 −

1

2
h−1

0 h2h
−1
0 h1]

+...
(46)

The first order terms vanish since for i = 1, 2, 3, 4:

Tr4{Oi} = 0 Tr4{O5Oi} = 0

Tr4{Γi5} = 0 Tr4{O5Γi5} = 0
(47)

Note the difference between Tr and Tr4. The later
denotes the trace over the 4× 4 matrices.

In second order we have to evaluate a number of terms.
The evaluation of the first term reads:

1

2
Tr[h−1

0 h1h
−1
0 h1]

=
1

2

1

β2

4∑
i=1

4∑
j=1

∑
ω1,ω2,ω3,ω4

∑
k1,k2,k3,k4

λ2

(−ω2
1 − λ2)(−ω2

3 − λ2)

· Tr4[(iω1 − λO5)δk1,k2δ(ω1 − ω2) ·Oi∑
q

πi(−q, ω2 − ω3)e−
1
4q

2l2Be−il
2
Bqx(k2+

qy
2 )δk2,k3−qy

(iω3 − λO5)δk3,k4
δ(ω3 − ω4) ·Oj∑

p

πj(−p, ω4 − ω1)e−
1
4p

2l2Be−il
2
Bpx(k4+

py
2 )δk4,k1−py ]

=
1

2

1

β2

4∑
i=1

4∑
j=1

∑
ω1

∑
ω3

λ2

(−ω2
1 − λ2)(−ω2

3 − λ2)
·

Tr4[(iω1 − λO5)(iω3 + λO5)OiOj ]∑
q

πi(−q, ω1 − ω3)e−
1
4q

2l2B

∑
p

πj(−p, ω3 − ω1)e−
1
4p

2l2Bδ(px + qx)δ(py + qy)Nφ

≈1

2

Nφ
β2

4∑
i=1

∑
ω

∑
Ω

∑
q

πi(−q,−Ω)πi(q,Ω)·

[l2B(q2
x + q2

y)
2λ2

ω2 + λ2
+ Ω2λ

2(−ω2 + 3λ2)

(λ2 + ω2)3
]

=
Nφ
β

4∑
i=1

∑
Ω

∑
q

πi(−q,−Ω)πi(q,Ω) · (ρs|q|2 + χ⊥Ω2)

=
1

Φ0

4∑
i=1

∫ β

0

dτ

∫
d2x{ρs[(

∂

∂x1
πi(x, τ))2 + (

∂

∂x2
πi(x, τ))2]

+χ⊥(
∂

∂τ
πi(x, τ))2

(48)
For simplicity we defined ω ≡ (ω3+ω1)/2 and Ω ≡ ω3−ω1

here. The cross terms vanish since Tr4{O5OiOj} = 0

for i 6= j. In the third step, we performed the expansion
around the long wave length limit, Ω→ 0, |q| → 0. Again
in the third step, we omit the quadratic terms (πiπi) due
to aforementioned reasons.

In the above,

ρs =
1

β
l2B
∑
ω

λ2

ω2 + λ2

=
1

2π
l2B

∫ ∞
−∞

dω
λ2

ω2 + λ2
=
λ

2
l2B

χ⊥ =
1

β

∑
ω

λ2(−ω2 + 3λ2)

2(λ2 + ω2)3

=
1

2π

∫ ∞
−∞

dω
λ2(−ω2 + 3λ2)

2(λ2 + ω2)3
=

1

4λ

(49)

The second term gives:

1

2
Tr[h−1

0 h2h
−1
0 h2]

≈− λ′2

λ

Nφ
β

4∑
i=1

∑
Ω

∑
q

Πi5(−q,−Ω)Πi5(q,Ω)
(50)

This term is crucial since it re-scales the prefactor of
the quadratic term in Eq. 40. We focus on terms
that only contribute to the interaction in the long wave
length limit ( |q| −→ 0 ). These contributions origi-
nate from the amplitude fluctuations of Π fields such
that in this step, we have omitted the higher order
terms of angular momentum, Πi5(−q,−Ω)Πi5(q,Ω)|q|2
and Πi5(−q,−Ω)Πi5(q,Ω)ω2.

The third and fourth terms evaluate to:

1

2
Tr[h−1

0 h1h
−1
0 h2] +

1

2
Tr[h−1

0 h1h
−1
0 h2]

=
1

β2

4∑
i=1

4∑
j=1

∑
ω1,ω2,ω3,ω4

∑
k1,k2,k3,k4

λλ′

(−ω2
1 − λ2)(−ω2

3 − λ2)

· Tr4[(iω1 − λO5)δk1,k2δ(ω1 − ω2) ·Oi∑
q

πi(−q, ω2 − ω3)e−
1
4q

2l2Be−il
2
Bqx(k2+

qy
2 )δk2,k3−qy

(iω3 − λO5)δk3,k4
δ(ω3 − ω4) · Γj5∑

p

Πj5(−p, ω4 − ω1)e−
1
4p

2l2Be−il
2
Bpx(k4+

py
2 )δk4,k1−py ]

(51)
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=
Nφ
β2

4∑
i=1

4∑
j=1

∑
ω1,ω3

λλ′

(−ω2
1 − λ2)(−ω2

3 − λ2)

· Tr4[(iω1 − λO5)(iω3 + λO5)OiΓj5]∑
q

πi(−q, ω1 − ω3)e−
1
4q

2l2B

∑
p

Πj5(−p, ω3 − ω1)e−
1
4p

2l2Bδ(px + qx)δ(py + qy)

≈Nφ
β

4∑
i=1

∑
ω

∑
Ω

∑
q

πi(−q,−Ω)Πi5(q,Ω) · [iΩ 4λ2λ′

(λ2 + ω2)2
]

=
Nφ
β

4∑
i=1

∑
Ω

∑
q

[γπi(−q,−Ω)Πi5(q,Ω)Ω]

=
1

Φ0

4∑
i=1

∫ β

0

dτ

∫
d2x[iγ(Πi5(x, τ)

∂

∂τ
πi(x, τ))].

Here we used the identity, Tr4{O5OiΓj5} = 4iδij and

γ ≡ 1

β

∑
ω

4λ2λ′

(λ2 + ω2)2
=

1

2π

∫
dω

4λ2λ′

(λ2 + ω2)2
=
λ′

λ

(52)
Adding up all the contributions, we obtain:

Sπ,Π + SΠ

=
1

Φ0

4∑
i=1

∫ β

0

dτ

∫
d2x{ρs[(

∂

∂x1
πi(x, τ))2 + (

∂

∂x2
πi(x, τ))2]

+χ⊥(
∂

∂τ
πi(x, τ))2

+iγ[Πi5(x, τ)
∂

∂τ
πi(x, τ)] + sΠi5(x, τ)Πi5(x, τ)}.

(53)
In the above, s stems from both the SΠ term in Eq. 40,
and the quadratic term of the fermion integration given
in Eq. 50. It reads:

s ≡ Ṽ

2
+
λ′2

λ
. (54)

We can now integrate out the Π fields:

e−Seff =

∫
DΠe−Sπ,Π−SΠ

= exp

{
− 1

Φ0

4∑
i=1

∫ β

0

dτ

∫
d2x{ρs[(

∂

∂x1
πi(x, τ))2

+ (
∂

∂x2
πi(x, τ))2] + (χ⊥ +

γ2

4s
)(
∂

∂τ
πi(x, τ))2

}
,

(55)
to obtain out final result: an effective action that only
depends on the order parameters:

Seff =
1

Φ0

4∑
i=1

∫ β

0

dτ

∫
ddx(ρs

(
∇πi)2 + χ0(∂τπi)

2
)
.

(56)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

-2  0  2  4  6  8  10

1
/g

*Φ
0

U0/U

FIG. 4. Coupling strength times unit flux quanta as a function
of U0/U . Our QMC simulation covers the range of U0/U =
[−1 : 8].

Here

ρs =
λ

2
l2B

χ0 = χ⊥ +
γ2

4s
=

1

4λ
+

(λ′/λ)2

Ṽ /2 + λ′2/λ

(57)

In the SO(5) symmetrized form the action denotes:

Seff =
1

Φ0

∫ β

0

dτ

∫
ddx(ρs(∇~π)2 + χ0(∂τ~π)2) (58)

After rescaling the quantum temperature, the coupling
strength, 1/g, reads:

1

g
=

1

Φ0

√
ρsχ0

=
lB
Φ0

√
λ

2
(

1

4λ
+

(λ′/λ)2

Ṽ /2 + λ′2/λ
)

=
lB
Φ0

√√√√√1

8
+

Ṽ

2Ũ

1 + Ṽ

Ũ

=
lB
Φ0

√
1

8
+

U0/U

10 + 4U0/U

=
1

2πlB

√
1

8
+

U0/U

10 + 4U0/U

(59)

Thus we obtain 1/g =
√

1/8 for U0/U = 0 and 1/g =√
3/8 for U0/U −→ ∞. Interestingly, the above deriva-

tion should be valid also in the region U0 < 0, in the
sense that λ′ becomes purely imaginary. However, Eq. 59
is only well defined for U0/U > − 5

6 . We plot the coupling
strength as a function of U0/U in Fig. 4.
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We note that the sigma model description will break
down in the limit of U0/U −→ −∞ since in this limit
phase separation sets in. We conjecture that if we push
the above calculation to higher precision, the ‘critical’
value of U0/U would shift to the phase separation tran-
sition point situated at around −3. We now turn our
attention to the limit U0/U → ∞. Let U0 = 1 set the
energy scale. At U = 0, the Hamiltonian has SU(4) sym-
metry and using the Fierz identity of Eq. 26 one can con-
jecture that the ground state is insulating, spontaneously
breaks SU(4) symmetry, and has a finite stiffness. Start-
ing from this point a small SO(5) symmetric term will
gap out some of the SU(4) Goldstone modes leaving a
total of four modes akin to spontaneous breaking of the
SO(5) symmetry. We expect this state at U/U0 << 1 or
U0/U >> 1 to have a finite stiffness.

Finally, we note that one will obtain the Wess-Zumino-
Witten term when expanding the fermion determinant to
fourth order : 1

4h
−1
0 h1h

−1
0 h1h

−1
0 h1h

−1
0 h1. We refer the

reader to the work of Lee et al.? for a detailed overview
of this calculation as well as to the next section.

VALIDATION OF THE TOPOLOGICAL TERM
IN GLOBAL SENSE

An ambiguity exists in the derivation of Wess-Zumino-
Witten (WZW) geometrical term in the work of Lee and
Sachdev.? In the gradient expansion a polarized direc-
tion in the O(n) symmetric order parameter space has
to be chosen such that a symmetry broken ‘background’
term exists with finite fermion one particle gap. The
contribution to the bosonic action from the O(n-1) or-
der parameter fluctuations includes a geometrical term
which is locally defined. The question is how to restore
the ‘global’ WZW term from this local definition. In this
section, we offer our understanding of this issue.

Consider the continuous field configuration

ϕ̂local(x) =
(
π1(x), π2(x), π3(x), π4(x),

√
1− δ2

)
,

with δ = 0+, |π|2 = δ2

(60)
and x = (x, y, τ) a space-time coordinate defining the
base space, R3. We will include the point at infinity in
Euclidean space, so that the base space is topologically
a three-sphere, S3. For convenience we parameterize R3

with spherical coordinates: U ≡ {x} for τ ∈ [0,∞),
x ∈ [0, π], y ∈ [0, 2π). The aforementioned S3 topology
of R3 requires for a smooth field:

ϕ̃(u, τ = 0, x, y) ≡ ϕ̃(u, τ = 0, x′, y′) ∀ x, x′, y, y′

ϕ̃(u, τ =∞, x, y) ≡ ϕ̃(u, τ =∞, x′, y′) ∀ x, x′, y, y′

ϕ̃(u, τ, x, y) ≡ ϕ̃(u, τ, x, y + 2π).
(61)

With this compactification of the base space, ϕ̂local(x)
describes a local closed hyper-path around the north pole

of the four-sphere. For this hyper-path, the authors of
Ref.? derive very clearly, by integrating out fermions in
the ZLL basis, the Wess-Zumino-Witten term to leading
order in δ:

S(ϕlocal) =
3i

16π

y

U

d3xεαβγδπα∂xπ
β∂yπ

γ∂τπ
δ. (62)

We again use the notation
t

U
to specify the integration

over R3. To obtain a geometrical understanding of this
term, we can rewrite it in the following way. Consider

ϕ̃local(x, u) =
(
uπ(x), u(

√
1− δ2 − 1) + 1

)
(63)

such that ϕ̃local(x, u = 0) corresponds to the north pole
of S4 and ϕ̃local(x, u = 1) to the physical local field con-
figuration ϕ̂local(x). Then, it can be shown that since∫ 1

0
duu3 = 1

4 ,

S(ϕlocal) =
2πi

vol(S4)

y

U

d3x

∫ 1

0

du

εabcdeϕ̃alocal∂xϕ̃
b
local∂yϕ̃

c
local∂τ ϕ̃

d
local∂uϕ̃

e
local

=
3i

4π

y

U

d3x

∫ 1

0

du

εabcdeϕ̃alocal∂xϕ̃
b
local∂yϕ̃

c
local∂τ ϕ̃

d
local∂uϕ̃

e
local

(64)
The above is independent on the choice of the north
pole ϕ̃local(x, u = 0) and on the smooth interpolation
parametrized by u between the north pole and the phys-
ical path. Written in this way the Wess-Zumino-Witten
term for local paths has explicit SO(5) symmetry and
more importantly has the following geometrical interpre-
tation: its modulus corresponds to the area of the S4

surface enclosed by the hyper-path ϕ̂local(x) (see Fig. 5).
The key question then is how to extract the Wess-

Zumino-Witten term for generic paths on the S4 sphere
from the above derived local information. Consider a
hyper-surface S on S4 with ∂S = ϕglobal(x). We can
decompose it into a sum of infinitesimal hyper-surface

elements S(n) with ∂S(n) = ϕ
(n)
local(x). With this con-

struction, we can show that:

S(ϕglobal(x)) =
∑
n

S(ϕ
(n)
local(x)) =

2πi

vol(S4)

y

U

d3x

∫ 1

0

du

εabcdeϕ̃aglobal∂xϕ̃
b
global∂yϕ̃

c
global∂τ ϕ̃

d
global∂uϕ̃

e
global

(65)
To prove the validity of Eq. 65, we first parameterize

the 5 component vector as,

ϕ̃T ≡


cos α̃

sin α̃ cos β̃

sin α̃ sin β̃ cos θ̃

sin α̃ sin β̃ sin θ̃ cos φ̃

sin α̃ sin β̃ sin θ̃ sin φ̃

 (66)
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FIG. 5. Two edge sharing closed local hyper-paths on the
S4 sphere. Upon evaluating the Wess-Zumino-Witten term,
the contributions from the edge sharing hyper-segments of the
hyper-paths cancel due opposite orientations. See text for a
precise definition of the orientation of a hyper-path. Hence:

S(ϕ
(1)
local + ϕ

(2)
local) = S(ϕ

(1)
local) + S(ϕ

(2)
local).

such that the constraint of unit modulus is automati-
cally satisfied. Here α̃, β̃, θ̃ and φ̃ are functions of u,x,
and their values at u = 1 are identified as the physical
local field configuration α, β, θ and φ. At u = 0 and for
simplicity we take

α̃(u = 0,x) = 0, β̃(u = 0,x) = β(x),

θ̃(u = 0,x) = θ(x), φ̃(u = 0,x) = φ(x)
(67)

corresponding to ϕ̃(x, u = 0) = (1, 0, 0, 0, 0) .
With this parametrization, S(ϕlocal) defined in Eq. 64

can be reformulated as:

S(ϕlocal) =
3i

4π

y

U

d3x

∫ 1

0

du

εabcd∂a{f(α̃)∂b[g(β̃)∂c(h(θ̃)∂dl(φ̃))]}

(68)

where

f(α̃) ≡ 1

3
cos3 α̃− cos α̃

g(β̃) ≡ β̃

2
− 1

4
sin 2β̃

h(θ̃) ≡ cos(θ̃)

l(φ̃) ≡ φ̃.

(69)

In the above the sign of the totally anti-symmetric func-
tion ε is pinned by setting: εuτxy = 1.

Hence three out of the four total derivative terms van-
ish after integration, leaving only the term:

S(ϕlocal) =
3i

4π

y

U

d3x

εabcf(α̃)∂a[g(β̃)∂b(h(θ̃)∂cl(φ̃))]|u=1
u=0

=
3i

4π

y

U

d3x

εabc

(
f(α) +

2

3

)
∂a[g(β)∂b(h(θ)∂cl(φ))].

(70)
In the above the sign of the anti-symmetric function ε is
fixed by: ετxy = 1.

We will show that for two closed hyper-paths on the
S4 sphere (see Fig. 5), the contributions from their edge
sharing segments cancel due to opposite orientations.

First, consider a one-to-one smooth re-
parametrization:

τ ≡ T (τ ′, x′, y′) x ≡ X(τ ′, x′, y′) y ≡ Y (τ ′, x′, y′)
(71)

where by definition the Jacobian determinant detMx

with

Mx ≡

∂τ ′T ∂x′T ∂y′T

∂τ ′X ∂x′X ∂y′X

∂τ ′Y ∂x′Y ∂y′Y


x

. (72)

never vanishes and has a fixed sign, positive or negative,
in the whole parameter range. The transformation is
defined on the initial domain: U ≡ {x′} for τ ′ ∈ [0,∞),
x′ ∈ [0, π], y′ ∈ [0, 2π).

Under this transformation:

α′(x′) ≡ α(T (x′), X(x′), Y (x′))

β′(x′) ≡ β(T (x′), X(x′), Y (x′))

θ′(x′) ≡ θ(T (x′), X(x′), Y (x′))

φ′(x′) ≡ φ(T (x′), X(x′), Y (x′))

(73)

now S(ϕlocal) retains the same functional form up to a
sign ambiguity:

S(ϕlocal) =η
3i

4π

y

U

d3x′

εa′b′c′(f(α′) +
2

3
)∂a′ [g(β′)∂b′(h(θ′)∂c′ l(φ

′))]

=η
3i

4π

y

U

d3x

εabc(f(α′) +
2

3
)∂a[g(β′)∂b(h(θ′)∂cl(φ

′))].

(74)
This follows from the fact that

d3x = d3x′|detMx|
εabc∂a[g(β)∂b(h(θ)∂cl(φ))]

=εa′b′c′∂a′ [g(β′)∂b′(h(θ′)∂c′ l(φ
′))]det−1Mx.

(75)
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The sign pre-factor in Eq. 74 is given by:

η = sign[detMx] ∀x (76)

and defines the direction of a hyper-path in Fig. 5.

Consider two continuous closed S3 paths on the S4

sphere:

Path1 ϕ1(x) ≡ (α1(x), β1(x), φ1(x), θ1(x))

Path2 ϕ2(x) ≡ (α2(x), β2(x), φ2(x), θ2(x))
(77)

with corresponding local action:

S1 ≡
3i

4π

y

U

d3x

εabc(f(α1) +
2

3
)∂a[g(β1)∂b(h(θ1)∂cl(φ1))]

S2 ≡
3i

4π

y

U

d3x

εabc(f(α2) +
2

3
)∂a[g(β2)∂b(h(θ2)∂cl(φ2))].

(78)

Assume that there exits a one-to-one smooth re-
parametrization:

Path1

τ ≡ T1(τ ′, x′, y′) x ≡ X1(τ ′, x′, y′) y ≡ Y1(τ ′, x′, y′)

sign[detMx] > 0

Path2

τ ≡ T2(τ ′, x′, y′) x ≡ X2(τ ′, x′, y′) y ≡ Y2(τ ′, x′, y′)

sign[detMx] < 0
(79)

that leads to:

ϕ′1(x′) ≡ (α′1(x′), β′1(x′), φ′1(x′), θ′1(x′))

ϕ′2(x′) ≡ (α′2(x′), β′2(x′), φ′2(x′), θ′2(x′))
(80)

with the following identity:

ϕ′1(x′) = ϕ′2(x′) (81)

within a simply connected segment A. The boundary
of the shared domain, ∂A, lives on a S2 sphere. Let us
furthermore define the complement of A as Ac ≡ U −A.

Therefore:

S1 + S2

=
3i

4π

y

U

d3xεabc(f(α1) +
2

3
)∂a[g(β1)∂b(h(θ1)∂cl(φ1))]

+
3i

4π

y

U

d3xεabc(f(α2) +
2

3
)∂a[g(β2)∂b(h(θ2)∂cl(φ2))]

=
3i

4π

y

U

d3xεabc(f(α′1) +
2

3
)∂a[g(β′1)∂b(h(θ′1)∂cl(φ

′
1))]

− 3i

4π

y

U

d3xεabc(f(α′2) +
2

3
)∂a[g(β′2)∂b(h(θ′2)∂cl(φ

′
2))]

=
3i

4π

y

Ac

d3xεabc(f(α′1) +
2

3
)∂a[g(β′1)∂b(h(θ′1)∂cl(φ

′
1))]

− 3i

4π

y

Ac

d3xεabc(f(α′2) +
2

3
)∂a[g(β′2)∂b(h(θ′2)∂cl(φ

′
2))]

≡ 3i

4π

y

Ãc

d3xεabc(f(α′′1) +
2

3
)∂a[g(β′′1 )∂b(h(θ′′1 )∂cl(φ

′′
1))]

− 3i

4π

y

Ãc

d3xεabc(f(α′′2) +
2

3
)∂a[g(β′′2 )∂b(h(θ′′2 )∂cl(φ

′′
2))]

(82)
In the last step, we consider a re-parametrization of both
paths

ϕ′′1(x′) ≡ ϕ′1(x(x′))

ϕ′′2(x′) ≡ ϕ′2(x(x′))
(83)

with

τ ≡ T̃ (τ ′, x′, y′) x ≡ X̃(τ ′, x′, y′) y ≡ Ỹ (τ ′, x′, y′)

sign[detMx] > 0
(84)

such that Ã ≡ x for τ ∈ [0,Λτ ), x ∈ [0, π], y ∈ [0, 2π),

which implies that Ãc ≡ x for τ ∈ [Λτ ,∞), x ∈ [0, π], y ∈
[0, 2π). This step is valid since A and Ac are simply
connected. Both fields smoothly extrapolate to the S2

boundary of Ãc:

φ′′1(x) = φ′′2(x) for x ∈ ∂Ãc (85)

In the following step we will re-parametrization hyper-
path 2:

ϕ′′′2 (x′) ≡ ϕ′′2(x(x′)) (86)

with

τ ≡ cot(
π/2− arctan Λτ

arctan Λτ
arctan τ ′) x ≡ x′ y ≡ y′.

(87)

This corresponds to a map from Λ̃c to Λ̃ with the prop-
erty that at the boundary,

x = x′ for x ∈ ∂Ãc (x′ ∈ ∂Ã). (88)
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Importantly this map has the property that:
sign[detMx] < 0. Note that we do not have to

worry about the compactness of Ã (or Ãc) since under
the integration, these differences amont to a zero
measure domain and has no effect for smooth fields.

Hence,

S1 + S2 =

3i

4π

y

Ãc

d3xεabc(f(α′′1) +
2

3
)∂a[g(β′′1 )∂b(h(θ′′1 )∂cl(φ

′′
1))]

− 3i

4π

y

Ãc

d3xεabc(f(α′′2) +
2

3
)∂a[g(β′′2 )∂b(h(θ′′2 )∂cl(φ

′′
2))]

≡ 3i

4π

y

Ãc

d3xεabc(f(α′′1) +
2

3
)∂a[g(β′′1 )∂b(h(θ′′1 )∂cl(φ

′′
1))]

+
3i

4π

y

Ã

d3xεabc(f(α′′′2 ) +
2

3
)∂a[g(β′′′2 )∂b(h(θ′′′2 )∂cl(φ

′′′
2 ))]

≡ 3i

4π

y

U

d3xεabc

(f(α12) +
2

3
)∂a[g(β12)∂b(h(θ12)∂cl(φ

12))]

(89)

in the last step we defined new variable ϕ12 ≡
(α12, β12, θ12, φ12 ) as:

ϕ12(x) ≡ ϕ′′1(x) x ∈ Ãc

ϕ12(x) ≡ ϕ′′′2 (x) x ∈ Ã
(90)

Hence, we’ve shown that for two closed hyper-paths
with a common segment, the following identity

S(ϕ12
local) = S(ϕ

(1)
local) + S(ϕ

(2)
local) (91)

holds. Hence the construction defined in Eq. 65 is well
defined.


